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NUMERICAL AND PHYSICAL ASPECTS OF AERODYNAMIC FLOWS

This volume contains the papers presented at inviscid and viscous flow equations with experi-
the Fifth Symposium on Numerical and Physical mental work to guide the development of the calcu-
Aspects of Avrodynamic Flows, held at the Cal- lation methods. Unsteady flows are addressed in
ifornia State University, Long Beach, -from 13 to Sessions 7 and 8. The remaining four sessions deal
15 January 1992. The symposium. like its immediate with two- and three-dimensional steady flows and
predecessors, considers the calculation of flows describe calculational methods based on the Navier-
of relevance to aircraft, ships and missiles with Stokes equations and their reduced forms. This
emphasis on the solution of two-dimensional volume will be on value to researchers, engineers
unsteady and three-dimensional equations, and designers and, in particular, will provide a

better understanding of aerodynamic flows and the
The general format of the symposium and of developmen^ of calculational methods.

this proceedings volume is similar to that of the
Third and Fourth Symposium. There are 44 papers
and the Stewartson Memorial Lecture given by Pro- This symposium was made possible by financial
fessor Peter Bradshaw. The first two sessions deal support from the California State University, the
with transition and turbulence modelling. These Office of Naval Research, the NASA Ames Research
are followed by two sessions on aircraft icing. Center, and the Army Research Center. and with the
Sessions 5 and 6 report recent advances in high- cooperation of authors, session chairs, partici-
lift research and describe computational methods pants and colleagues at the University and at the
using solutions of Navier-Stokes equations and Douglas Aircraft Company.

Tuncer Cebeci
January 1992
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Stewartson Memorial Lecture
TURBULENCE: THE CHIEF OUTSTANDING DIFFICULTY OF OUR SUBJECT

Peter Bradshaw
Mechanical Engineering Dept., Stanford University

Stanford, CA 94305

Abstract we can get numerically-accurate complete solutions are
usually only about three or four times the lowest at which

A review of interesting current topics in turbulence turbulence can exist, and are considerably lower than the
research is decorated with examples of popular fallacies Reynolds numbers obtainable in laboratory experiments,
about the behaviour of turbulence. Topics include the let alone those found in real life. Therefore, although
status of the Law of the Wall, especially in compressible turbulence is starting to become accessible to computers,
flow; analogies between the effects of Reynolds number, ther is no immediate prospect of the subject going the
pressure gradient, unsteainees and roughness change; the same way as stress analysis and succumbing almost en-
status of Kolmogorov's universal equilibrium theory and tirely to computation: unlike elasticity, turbulence is a
local isotropy of the small eddies; turbulence modelling, non-linear (strictly, quasi-linear) phenomenon and, at least
with reference to universality, pressure-strain modelling at high Reynolds numbers, is at present accessible only to
and the dissipation equation; and chaos. Fallacies include experiment. Thus, experimental fluid dynamics will last
the mixing-length concept; the effect of pressure gradient for maws years (hopefully, for my working lifetime).
on Reynolds shear stress; the separability of time and space
derivatives; modeL .,f the dissipation equation; and chaos. Of course, turbulence would merely be a laboratory

curiosity or a computational playground if it were not for
1. Introduction its extreme importance in real life and in all the scien-

tific and engineering disciplines represented here today:-
I first met Keith Stewartson in the early 1960's, when in meteorology, aeronautical aerodynamics, shipbuilding,

he was a young member of the British Aeronautical Re- oceanography, in all forms of pipeline design and manufac-
search Council's Fluid Motion Subcommittee and I was its ture, in combustion, in any form of mixing of contaminant,
(very) young secretary. Even in those days, I dimly sensed whether of heat or concentration or pollutant - in other
that Keith was not particularly fond of turbulence. It is, words in almost all forms of "interesting" fluid motion ex-
therefore, a matter of double regret that I should be giv- cept those on an extremely small scale. The cream poured
ing, so soon, a lecture in his memory, and should be forced into a cup of coffee goes turbulent, and the flow patterns
to choose the subject of turbulence as being my only area look very cloud-like. (The poem on the letter H' will be
of aerodynamic competence. quoted in the oral lecture.)

Those who knew Keith will recall that his strongest I propose to use this Memorial Lecture to try to inject
term of scientific condemnation was "unrigorous". I'm sure a certain amount of rigour into the study of turbulence,
he regarded the whole phenomenon of turbulence as being specifically by using the occasion to review some popular
unrigorous and probably invented by the Devil on the sev- fallacies about turbulence and the way in which turbu-
enth day of Creation (when the Good Lord wasn't look- lent flows behave. Some of these fallacies or illogicalities
ing); I am inclined to agree. Keith would certainly have are propagated by popular but outdated textbooks, but
approved of the rigour of Horace Lamb's "Hydrodynam- some are at a deeper level of incomprehension, including
ics' (Cambridge University Press) - what the reviewer of the preconceptics of workers in statistical mechanics who
a later book once called his "awful correctnes". Lamb, think that turbulence must be easy. Naturally, parts of
after discussing all the branches of hydrodynamics known the material that I will produce are controve ial, in the
to him, finally had to deal with turbulence and remarked, sense that some of my professional colleagues may disagree
in Article 365, p. 651 of the 1916 edition, "It remains with me. However, I hope that even the controversial aec-
to call attention to the chief outstanding difficulty of our tions of the paper will be of interest and may stimulate
subject." Seventy-odd years have come and gone; difficul- clarifying discussion, either at this meeting or after it. It
ties in hydrodynamics have come and gone; but turbulence is of course difficult to group illogicalities into any logical
still remains as the "chief outstanding difficulty of our sub- order, so I have imbedded them into a study of the more
ject'. Another dead friend, Jack Nilsen, Chief Scientist of popular topics of turbulence "thsorys. I hope the result is
NASA Ames, said a few yems ago that turbulence model- neither a rag-bag nor a grab-bag. The oral lecture will be
lug was the pacing item" in the use of the NAS computer laes specialised than this written vesion.
complex, and I think his comment, like Lamb's, is still
true. My favorite definition of turbulence is that it Is the

general solution of the Navier-Stoakes equations. This is
In the last ten years or so we have become able to solve the perfect answer by a government servant to an inquiry

the compiete tim..dependent Navier-Stokeh equations for by a Congressman or Member of Parlisanent: it is brief, it
turbulent tow. However, the Reynolds numbers at which is entirely true, and It adds nothing to what was known



already. Nearly everybody believes, of course, that the
Navier-Stokes equations are an adequately exact descrip- au/ay = (u,/Y)f2 (u,y/V). (2)
tion of turbulence, or indeed of any other nonrelativis-
tic motion of a Newtonian fluid. Even the smallest ed- Here tay/v is an eddy Reynolds number based on the eddy
dies in turbulence in ordinary liquids and gases at earth- velocity and length scales, i.e. the friction velocity and the
bound temperatures and pressures are large compared to distance from the surface. At large values of this Reynolds
the mean free path between molecular ':ollisions, so the number we expect the effects of viscosity on the turbulence
constitutive equation of the fluid is not in doubt. How- to be negligible and therefore Eq. (2) reduces to
ever, Sec. 4 of the present paper deals with the influence
of fluctuating dilatation divu on turbulence in compress- 1Ul/8y = uA/(icy) (3)
ible gas flow, and in this case the uncertain value of the
bulk viscosity ( (Goldstein') may matter, where r. f 0.41 is a constant - Von Karman's constant, of

course. The integral of this relationship is the logarithmic
Fortunately for professional educators, it is generally law, the additive constant C P 5 bein, a constant of inte-

accepted that the basic phenomena of turbulence are the gration depending on the velocity difference between the
same at any Mach number - except for some -.pecial effects wall and the point at which Eq. (3) becomes valid.
to be discussed in Sec. 4 - so unless stated otherwise I will
assume the density to be constant. The advantages of the above analysis over the iradi-

tional "overlap" demonstration are (i) that the only as-
2. The Law of the Wall sumption made a&*out the outer layer is that it doesn't

matter, and (ii) that a simple physical argument can be
used to simplify Eq. (2) to the so-called mixing-length

One of the main b, -iq blocks, or even foundation formula, Eq. (3).

stones, of the engineering .udy of turbulence is the "Law The constant of integration C is equal to 5 only on
of the Wall". It derives from the hypothesis / assumption smooth walls: on rough walls, it becomes a function of
that, sufficiently close to a solid wall (meaning, for exam- the roughness Reynolds number uk/v and of the rough-
ple, a distance from the wall an order of magnitude less new geometry; the uncertainty of the effective origin of
than the diameter of a pipe or the thickness of a boundary y on rough walls is a further complication. The constant
layer) the flow depends only on the distance from the wall, ic, on the other hand, is supposedly universal: it is the
on the shear stress at the wall r., and on fluid properties. same in flows of water and of air on all geometries involv-
The characteristics of the outer part of the flow do not ing smooth surfaces, and indeed on all geometries involv-
matter except that they determine r,,. (In the discussion ing only small roughness; it is the same in the atmospheric
below. tý'e term "shear stress" will sometimer Lc used to boundary layer, in the depths of the ocean and on the sands
mean 'saear stress / density", for short.) of Mars. Alas r. and C are not constant within the tur-

bulence modelling community - a remarkably wide range
Lf, -..usconsider a boundary layer for simplicity. The of values is in use. Those quoted are from the painstaking

characteristics of the outer part of the flow to be consid- data analysis of Coles2 .
ered include the free-stream velocity U. and the boundary
layer thickness 6. The irrelevance of U,, as such, is a conse- Now there are still textbooks - and even living people
quence of Galilean (translational) invariance and does not - that regard the log law as a deduction from the mixing-
need much discussion. The irrelevance of 6 is more crucial, length formula, Eq. (3), (which it is) and also regard
as it depends on the assumption that the flow close to the the mixing-length formula for the inner layer as correct
surface consists of eddies whose length scales (in all direc- (which it is) and also regard Prandtl's original derivation
tions) are proportional to y, with negligible contributions of the mixing-length formula by analogy with molecular
from eddies whose length scales (in any direction) depend motion as correct (which it certainly is not). As the Roman
on 6: if this is so, the boundary layer t.-.i, ness should not Catholic Church quite properly pointed ent to Galileo, the
appear in any scaling of the inner-layer eddies. We shall success of deductions from a hypothesis does not prove
see in Sec. 5 that this hopeful view is not quite correct, its truth. Philosophers call this the fallacy post hoc, ergo
but it is certainly acceptable to first orcer. propter hoc ("after that, therefore because of that") and

it is the basis of witch-doctoring (last time we slaughtered
The consequence of these arguments is, of course, that a white cow, it rained; there is a drought; therefore...).

the mean velocity and turbulence near the surface should Quite apart from philosophical questions of falsifiabil-
scale on the "friction velocity" u, = (r./p)'/ 2 , on the ity, it is clear that if a result can be derived by dimen-
distance irom the surface, y, and on the kinematic viscosity sional analysis alone, like Eq. (3), then it can be derived
P. One of the several dimensionally-correct ways of writing by almost any theory, right or wrong, which is dimen-
this relationship is sionally correct and uses the right variables. There is a

strong UsnBicion that Prandtl got the idea of the lumps of
U/u, - f(u,Y/1). ( fluid ("Fiias-igkeitsballen") of mixing-length theory from

visual studies of turbulent open-channel flows with parti-
Another is obtained by differentiating Eq. (1) and hidi-. dies sprinkled on the surface to show up the motion. Unfor-
a factor of u,yi/a inside the function f2, as tunatelv the boundary condition at a free surface permits



only motion tangential to the surface and not normal to it, boundary layers (on flat plates in zero pressure gradient,
so the surface becomes a plane of symmetry with the vor- say) are currently a subject of controversy, but there are
ticity vector everywhere normal to it. The only motions certainly no experimental data that reliably invalidate the
that can remain are what sailors, but not landlubberly tur- Van Driest skin-friction formula or the Van Driest trans-
bulence researchers, call "eddies". Try it, and you will see formation. This is probably the best justification for the
what Prandtl saw. extension of the law-of-the-wall analysis discussed in Sec.

3, but, doubtless does little for the confidence of the deter-
3. Extensions to the law of the wall minedly subsonic.

The law of the wall derived in Sec. 2 is valid, or is In low-speed flow, the mean (streamwise) pressure
supposed to be valid, for a shear stress equal to the wall gradient, as such, has almost no effect on turbulence (see
shear stress and a density equal to the wall density. There Sec. 6). In compressible flow, streamwise pressure gradi-
is some support for an extended version of Eq. (3), still for enta change the density of fluid elements and can produce
u,y/v > 30 approx., in conditions where either the shear large changes in turbulence quantities, especially, of course,
stress r = -pu-' or the density p varies with distance from in flows through shock waves (e.g. Selig et &l.4 ). Moreover,
the surface. If t4 is replaced by (r/p)1/2, we get even pressure fuctuations which are not small compared

with the mean pressure can affect turbuleace Specifically,
OU/By -- (r/p) /2/(iy) (4) if the Mach number based upon a typical fluctuating ve-

The hand-waving argument for Eq. (4) is that, in the orig- locity and the local speed of sound is no longer small com-
in_.i analysis leading to Eq. (3), u, is really being used as pared to unity, there may be significant dissipation of tur-
the scale at height y, and not as a true surface parameter: bulent energy via dilatation fluctuations divu, and signif-
if r varies with y then the local value, rather than the wall icant correlations between fluctuations of pressure and of
value, is the correct one to use in formulating an eddy ve- dilatation5". Measurements correlated by Birch & Eggers"
locity scale. This would be a rigorous argument only if the show that the rate of spread of a turbulent mixing layer
typical eddy size were smail compared with y, so that the (in zero mean pressure gradient) starts to depend silnifi-
local shear stress would be closely equal to the right basis cantly on Mach number at Mach numbers close to unity.
for a velocity scale, namely some kind of weighted-average The more more recent data of Papamoschou & Roshko'
shear stress over a y distance equal to a typical eddy size. show even larger Mach-number dependence. This appar-
Unfortunately, of course, the eddy size is of the same order ently contradicts the well-known finding that the behav-
asy. ior of compressible boundary layers can be quite well pre-

dicted by turbulence models that ignore compressibility
All we can claim is that local shear stress gives the effects (except of course that the right mean density must

best easily-available velocity scale. Therefore, the exten- be used), at least for Mach numbers up to about 5. How-
sion of Eq. (3) to Eq. (4) requires an extension of faith in er, the typical turbulence intensity of a miring layer is
the inner-layer hypothesis which by no means all research about five times that in a boundary layer, which implies
workers possess. Nevertheless the application of Eq. (4) to that a mixing layer at M=1, where M is based on the
flows with suction or injection, where the shear strews varies mean velocity difference across the layer, has the same ra-
with distance from the surface according to r = r, + pUV,. tio of velocity fluctuation to speed of sound (a~k.a. fluctu-
is quite well supported by experiment. An operational dif- ating Mach number) as a boundary layer at roughly M=5.
ficulty is that in typical flows with suction or injection the There is great current interest, stemming from the NASP
surface is porous, on a length scale h, say, which is usually and SCRAMJET projects, in prediction of mixing layers
not small compared with the viscous scale L'/u,, so that as the only shock-free turbulent flow for which the data
the "roughness" or "porosity' Reynolds number u,h/v is show obvious effects of compressibility.
important, implying that the additive constant in any in-
tegal of Eq. (4) will depend on the surface conditions as 5. *Incve* motion
well as on the transpiration parameter V /u,.

The log-law analysis relies on the first-order hypothe-
4. Compressible flow sim that u.,, y and Y are the only relevant variables, which

cannot be exactly and perfectly true. If the arguments
In the inner layer of a boundary layer in coupressible that lead to Eq. (3) are applied to the turbulent motion

flow, the shear stres is approximately equal to the surface they lead to results for the log-law region like u-N/u2 =

value, but the density varies quite rapidly with distance constant, whereas any boundary-layer experiment shows a
from the surface (increasing as the temperature decreases decrease with increasing y, starting as close to the wall as
with distance from the hot wall). The "Van Driest trans- uy/vt = 17 at typical small laboratory Reynolds numbers.
formation" transforms inner-layer velocity profiles to fit This has led some people to regard the whole law-of-the-
the incompressible log. law. The transformation is, in wall concept of local scaling as fallacious and its apparent
effect, an integral of Eq. (4) with p as a function of V. success for the mean motion as fortuitous. Fortunately,
Here T and hence p come from the assumption of a con- this apparent discrepancy in the log-law analysis can be
stant turbulent Prandti number. details will not be given used to rscue the basic assumptions, by taking note of
hem, but can be found in Red. 3 and elsewhere. The Van the so-called *inactive" motion 9.10. The concept in sim-
Driest akin-friction formula is derived from the Van Driest pie: the motion near the surface, even though it results
trandormation. Predictions of skin friction in compressible mainly from eddies actually generated near the surface,



is necessarily affected by eddies in the outer part of the In the atmospheric boundary :ayer, which is of the or-
flow (i.e. those whose length scale is of the order of 6). der of 1 km thick, the inactive-motion effects on spectra
Because the pressure fluctuation at a given point in a tur- measured at the standard height c! !9 m are very large, and
bulent flow is derived from an integral of the governing in particular the u-component spectrum follows a -5/3
Poisson equation over the whole of the flow, it follows that power law down to very low wave numbers. This phe-
the eddies in the outer part of the boundary layer or pipe nomenon, which is present, but less spectacular, in lab-
flow can produce pressure fluctuations which extend to- oratory boundary layers, has been the cause of a large
wards the surface and cause nominally-irrotational motion amount of confusion, controversy and difficulty, because
in the surface layer. An equivalent, alternative, explana- the classical Kolmogorov scaling indicates that the spec-
tion is the "splat" mechanism (the origin of the term will trum should vary as k-6/3 only for wave numbers large
be explained in the oral lecture) in which the large eddies compared to those of the energy-containing eddies. In the
in the outer flow are supposed to move towards the surface, context of the atmospheric boundary layer at a height of 10
to be reduced to rest by the normal-component "imperme- m this means wavelengths much smaller than 10 m. The
ability" condition at the wall, and to release their normal- fact that the experimentally-observed spectrum follows the
component energy into the two tangential components u -5/3 law down to wave numbers far lower than could be
and w. expected from the arguments of inner-layer scaling and the

Kolmogorov universal-eqwilibrium hypothesis is one of the
The "splat effect" motions, and the pressure fluctu- most df ic saies" inrbul flow:eit is ofecourse

atios gnertedin he ute layr, avever log wve- most difiult 'fallacies" in turbulent flow: it is of course
ations generated in the outer layer, have very long wave- a case of post hoc ergo propter hoc.

lengths in the z and z directions compared to the motions

generated close to the surface. It follows from the con- In summary, the qualitative idea of inactive motion"
tinuity equation that the v-component velocity produced explains both the apparent failure of inner-layer scaling
near the surface by outer-layer pressure fluctuations or and the unexpected success of the -5/3 law.
large-eddy intrusions is of the order of y/A times the u- or
w-component velocity, where A is the x- or z-component 6. "Slip velocity"
wavelength. Therefore the contribution of the "inactive"
motion to the shear stress -pWu' is small, if the order of Several difficulties or misconceptions about turbulent
y/A - hence the name "inactive". Note that the "inac- flows over walls can be cleared up if we recall that the
tive" fluctuations are not entirely irrotational: the bound- very, thin viscous wall region u,.y/, < 30 really produces
ary condition as = 0, v = 0 at the surface results in the what might be called a "slip velocity" between the fully-
generation of a Stokes layer (see Sec. 6 on "slip veloc- turbulent low and the surface. As well as the obvious
ity"). Even though "inactive" es-component fluctuations example of Reynolds-number (and Peclet-number) effects,
contribute significantly to ; 2 , producing the anomalous y- they include the effects of pressure gradient, unsteadiness
dependence of U2 mentioned above, the effect on the mean and change of surface roughness.
law of the wall is very small. (A logarithm is a slowly
changing function, so that fluctuations in u, have very lit- 6.1 Effects of Reynolds number and Peclet number

tie effect on the term Ln(uy/L,) in the log. law, and, there- (viscosity and conductivity)

fore, the time-average velocity closely follows the log. law If the Reynolds number of a turbulent flow - based
written with time-average ts,.) The same arguments can on total thickness and, say, the square root of the maxi-
be used to support the use of the log. law in unsteady-flow mum shear stress or turbulent energy - is large, classical
calculations at not-too-high amplitudes. The unsteady log. (e.g. Kolmogorov) theory suggests that the details of the
law must also be limited to not-too-high frequencies of un- turbulent motion should be independent of Reynolds num-
steadiness: one would expect it to break down, at given y, ber, except for the very smallest eddies which are responsi-
at a frequency which was not small compared to the typical ble for viscous dissipation of turbulent kinetic energy into
turbulence frequency u,/y. Very few unsteady-flow exper- thermal internal energy. In this respect at least, clasi-
iments reach frequencies high enough to disturb the log. cal theory seems to be correct, and there is no significant
law - which is a criticism of unsteady-flow experiments in evidence to refute it. If the Reynolds number of a given
general. turbulent eddy, made with its typical velocity fluctuation

The contribution of the "inactive" fluctuations to the and its typical length scale, is large, there is no reason why

power spectra of u and w at low wave numbers (low fre. viscous effects on the eddy should be significant. (This

quencies: wave number = 2r/iwavelengthj) is consider- statement should strictly be phrased in statistical terms!)

able, resulting in very large differences between the me- In a pipe flow, half th mean-square -component nten-

sured spectra in typical turbulent flows and those predicted sity near the centre-line comes from wavelengths larger
by inner-layr analysis. The latter predicts that the wave. than the pipe diameter, so the "edd) Reynolds number"

number spectral density should scale on u, and V, and that of the main enegy-containing eddies is of the star or-

the wave number k should appear as ky (since we have ne- der as the mean Reynolds number defined at the start of

glected v-, this applies only for ,~y/m > 30 and at wave the paragraph, and we can use the former for simplicity.
numbers small compared with the viscous limit, but nei. The "energy cascade" process of Kolmogorov theory, at-
ther restriction concerns us here). In practice, there is an tributable to random vortex stretching, implies that tur-
apparent Reynolds-n.ber effect at given :strictly bulent energy is transferred from energetic eddies of lowit is a y n/ effe nt, but effect ataLi,)n(,V/V wave number (i.e. large Reynolds number) to weak ed-

dim of high wave number (small Reynolds number), and



although back-scatter transfer from small eddies to large flow, therefore, aP/8l , where , is the stream function,
can occur intermittently, the time-average transfer of en- is unaffected, and if ap/lay is negligible, as required by
ergy is from the large eddies to the small and there seems the boundary-layer approximation, a little algebra shows
to be no significant "back scatter" of viscous effects. that aU/€ay is unaffected. At the surface, where the total

pressure is equal to the static pressure, there is a change
Near a solid surface (y+* > 30) the largest eddies, in P and aU/ay, produced of course by viscous stresses.

whose wavelength is roughly equal to y, are no longer very The "internal layer", in which the total pressure and mean
large compared to the smallest eddies (the smallest-eddy vorticity rise to their unaffected profiles, gradually spreads
scale, Kolmegorov's q7 or Lk, is about 0.06y at y4+ = 30), so out from the surface, but outside this the static-pressure
the energy-containing eddie3 - which also carry the shear gradient has no effect except to reduce the mean velocity
stress - start to depend on viscosity. (Also, and slightly and thus thicken the boundary layer. This result applies to
differently, the mean velocity gradient becomes so large laminar or turbulent boundary layers (or other wall flows
that viscous shear stress is. a significant fraction of the to- such as those in tapered ducts). In summary, the initial
tal shear stress.) Therefore, viewed from the outer part of effect of pressure gradient is confined to the "slip velocity"
the flow, there is a viscosity-dependent region near the wall at the wall.
and so the velocity difference between the surface and, say,
y/6 = 0.1, depends on Reynolds number. Viewed from Mean pressure gradients do have some effects on the
the outer part of the flow, there is a Reynolds-number- turbulent motion. Adverse pressure gradient stretches ed-
dependent "slip velocity" at (strictly near) the surface, dies in the y direction, because the shear layer thickens:

however, the area, in side view, of a given eddy or fluid
In a free shear layer (wake, jet, mixing layer...) there element is unaltered, and so if we suppose that the length

is no true viscous effect unless the Reynolds number is scale of an eddy is just the square root of its area in side
so low that turbulence can only just exist. However, free view, or the cube root of its volume, the length scale is
shear layers can be quite strongly dependent on the ini- unaltered. (This is admittedly a crude argument.) Of the
tial conditions, for long distances downstream, and since terms in the Reynolds-stress transport equations, the only
the initial conditions frequently do depend on Reynolds ones directly affected are the p-component diffusion terms,
number there is a "pseudo-viscous" effect. which are the derivatives of various triple prodects, etc.,

with respect to y. If the triple product on a given stream-
turbulent transport of momentum is the negligibility of line is unaffected but the streamlines diverge in the z - p
conductivity in the transport of heat or mat e by turbu- plane because of the adverse pressure gradient, the pý-wise

lence. Briefly (again) the "turbulent Prandtl number" is derivative is reduced.

independent of the molecular Prandtl number unless the 6.3 Unsteadiness
Reynolds number based on eddy velocity scale and eddy
length scale, i.e. uy/v is small. The effect of unsteadiness can be understood in the

same way as that of pressure gradient - of course, unsteadi-
6.2 Effect of pressure gradient ness is usually forced by a streamwise pressure gradient.

In the case of unsteady laminar flow the internal layer is
Another of the standard incompreheusions about tur- called a Stokes layer. There are close correspondences in

bulent flow is the effct of (streamwise) mean essure gra laminar flow between an infinite oscillating plate in still
dient on the turbulence as such: recall that we are con- a and flow over an infinite stationary surface driven by
sidering only incompressible flow. It ariss partly because an oscillating pressure gradient, and the qualitative corre-
experimenters tend to normalize their turbulence measure- spondence carries over to turbulent flow. If the pressure
ments by the local mean velocity. In adverse pressure gra- gradient is strong enough to cause separation (however de-
dient, say, the mean velocity decreases with increasing z fined), the internal layer is carried into the outer part of
so the normalized turbulence intensities, shear stress etc. the flow and the "slip velocity" concept breaks down, as it
increase. However it can easily be shown that absolute tur- would in steady separation.
bulence properties on a given streamline are only slightly
affected by pressure gradient. 6.4 Change of roughness

The Reynolds-stress transport equations do not con- Another occasion where a change of boundary con-
tain the mean pressure (they contain correlations between dition affects the flow only in an "internal layer" is the
the pressure fluctuation and instantaneous rate of strain, flow downstream of a change in surface roughness. This
but pressure fluctuations have no connection whatsoever is comparatively rare in aerodynamics but an important
with the mean pressure). Also, the x-component mean case in meteorology where, for example, air can flow from
vorticity aV/az - aU/ay is unaffected by pressure gradi the "smooth" ocean to the land and undergo a change
ent, and if we assume that the boundary layer approxi- of apparent surface roughness. Indeed, the internal-layer
mation is valid this means that au/By is unaffected, even concept was first proposed to describe this case. As the
though the pressure change leads to a change in veloc- surface boundary condition changes, the additive constant
ity all through the shear layer and thus may change 6 C in the logarithmic law for a smooth surface is replaced
significantly. Alternatively, recall that a static-premrmae by the appropriate value for a rough surface. The effect of
gradient does not affect the total pressure P (on a given this change in surface boundary condition spreads outward
streamline) directly. In the simple came of two-dimensional from the surface at an angle of the order of rms u/U, i.e.



of the order of 3 %, so that the rate of contamination of ble definition of a group (energy-transport) velocity comes
outer-layer turbulence by inner-layer changes is no greater from considering the streamwise (say, z-wise) *diffusion"
than about I or 2 degrees. Since the pressure gradient is of turbulent energy (transport of the turbulent energy by
nominally zero there is no streamline divergence above the the turbulence): the energy flux rate, whose z derivative
internal layer, although the change in velocity in the inter- appears in the turbulent energy equation, is p't/p + (u' +

nal layer produces a vertical displacement of the outer flow uV2 + u'w2 )/2. Rates of energy flux due to pressure fluc-
(upwards, in the case of a smooth-to-rough change where tuations seem to be small - except perhaps near the free-
the flow in the internal layer is retarded). stream edge of a turbulent flow where pressure fluctuations

drive an "irrotational" motion which extends outside the

7. Spectra and convection velocity vortical region - and are certainly not measurable, which
is some justification for neglecting them. Doing this, and

Classical turbulence theory aims to predict all the sta- writing q42 for T2 + T2 + W2 , (so that the turbulent kinetic
tistical properties, not simply the Reynolds stresses. In enerjV is_ 2 2), the above energy flux rate can be written

particular it deals with the statistical distribution of eddy as (u3 + UV + u'w2)/q 2 . We can define the transport ve-
sizes. It is usually formulated in terms of wave-number locity of turbulent energy as this flux rate divided by the
spectra, wave number being a vector with the direction of turbulent energy. The largest contribution to the numera-
wavelength and the magnitude of 27r/ wavelength. (The tor is u 5/2 - though the others are not negligible - so the
alternative is two-point spatial correlations, which are less transport velocity is of order %/(92) x S•,, where S. is the
convenient mathematically.) Wave-number spectra are the skewness of u. Now S. lies in the range ±1 approx. over

Fourier transforms of the two-point correlations, but a full most of a boundary layer, so we can finally say that the
description requires correlations for all magnitudes and di- a-component transport velocity of turbulent energy is not
rections of the distance between the two points, or spectra more than a few times /(q2). Since this is the difference
for all magnitudes and directions of the wave number). In between the group velocity of the turbulence and the mean
most experiments only frequency spectra, and a few cor- velocity, we see that the difference is a small percentage of
relations along the coordinate axes, are measured, the mean velocity in flows with low turbulence intensity,

This is the best place to comment on the definition such as boundary layers. This quantitatively justifies the
use of Taylor's hypothesis in such flows and of course allowsof "frequency" in turbulence. The frequency seen by an

observer moving with the mean flow is (velocity scale of an estimate of its inaccuracy in highly-turbulent flows.

turbulence) / (length scale of turbulence) - for example Differences between convection velocity and mean ve-
u, /y in the inner layer - but the frequency seen by a fixed locity are large near the free-stream edges of mixing layers
observer is approximately (MEAN velocity) / (length scale and Jets. In these regions the irrotational motion, induced
of turbulence) and is usually much larger. The recipro- by pressure fluctuations generated in the high-intensity re-
cal of the moving-observer frequency is sometimes called gion of the flow near the inflexion point(s) in the velocity
the "eddy turnover time": this is of course an order-of- profile, is strong compared to the true (vorticity-carrying)
magnitude concept. A related difficulty is the status of turbulence, and its convection velocity is necessarily close
time derivatives: all transport equations in fluid flow, in- to the mean velocity in the high-intensity region. The ro-
cluding the Navier-Stokes equations, have the operator tational motion (vorticity pattern) seems to travel at a

speed close to the local mean velocity, as predicted by the
Sabove analysis (intensities near the outer edge of a jet are

+ Ut (5) not large). In terms of the above analysis, the streamwise
transport velocity of the vorticity pattern is still domi-

on the left-hand side. It is called the substantial deriva- nated by the triple-product terms, while pFu/p determines
tive, or the transport operator, and it is the rate of change the transport velocity of irrotational motion.
with time seen by a fluid element. The relative size of the

temporal and spatial derivatives depends on the velocity The de Havilland Comet I jet airliner had four engines,

of the observer but the sum of the derivatives does not. buried in the wing roots. The designers carefully arranged
that the jets themselves would clear the fuselage, but forgot

The fixed-observer frequency is used to deduce z-com- the 'near field" pressure fluctuations - far more intense
ponent wave-number spectra from frequency spectra, using than the jet noise - that drive the irrotational motion.
Taylor's hypothesis that the speed at which the turbulence The pressure patterns, travelling at the above-mentioned
pattern moves downstream (its "convection velocity") is convection velocity, produced fluctuating stresses at the
closely equal to the mean velocity. It is qualitatively ob- fixed-observer frequency in the aircraft skin, which led to
vious that this will only work well if the mean velocity is fatigue of the aluminium.
large compared to the velocity scale of turbulence, so that
an eddy is carried past the measurement point in a time Later marks of Comet had the engines toed out.
very much less than its turnover time. A more precise
analysis is possible. Misconceptions about turbulence can be expensive!

There are various definitions of the actual "convec- 8. The mlcroscale and the Kolmogorov theory
tion velocity" of turbulence: most are in effect phase ve-

locities and therefore not ideal for considering convection Frequently, the Taylor *microsc•ak' is used as a length

of turbulent kinetic energy or Reynolds stress. A plausi- scale in discussions of wave-number (or frequency) spectra.



The mic cale A is a hybrid scale of turbulence. It is ably well when adjusted for the intermittency factor -y (the
usually defined by fraction of time for which the flow at a given location is

= - ( turbulent). In an intermittent region, the average of any
A2 

- u2 /(Ou/Oz) 2  (6) turbulence quantity within the turbulent part of the flow

(other definitions with different choices of velocity compo- is 1/-y times the conventional average over all time. For
nent or gradient direction occasionally appear). This is example the conventional-average spectral density and the
an equation whose numerator is a property of the energy- dissipation e must both be multiplied by l/-y. However
containing turbulence, but whose denominator is a prop- the Kolmogorov "-5/31 law for the spectral density in
erty of the dissipating eddies (if the dissipating eddies are the so-called inertial subrange contains C2/3 so that, for-
statistically isotropic the dissipation rate is 15v(au/8z)2). mally, there is a spare factor of -y1/3 and we certainly do
For this reason it is a misconception to regard the mi- not expect the Kolmogorov law to hold if written with
croscale as the length scale of any particular group of ed- conventional-average quantities. The data analysis of Ref.
dies: it actually lies closer to the length scale of the dis- 11 shows that the Kolmogorov formula still works for a
sipating eddies than that of the energy-containing eddies. wide range of intermittent flows when written for the tur-
The Reynolds number based on the microscale and the bulent part of the flow, i.e. taking account of the "spare
root-mean-square turbulence intensityk-u2) 1I/2/v, however, factor", and using the dissipation rate at the local value
has a more understandable meaning. If the Reynolds num- of y. Since the formula strictly applies only to nearly-
ber is high enough for the dissipation to be equated to homogeneous turbulence, and an intermittent region, al-
the isotropic formula, the microscale Reynolds number is most by definition, contains only one large eddy at a time,
proportional to the square root of an "eddy" Reynolds this result is a surprising testimonial to the robustness of
number for the energy-containing motion, based on the the Kolmogorov theory. Needless to say, the usual cautions
rms turbulence intensity and the dissipation length scale about post hoc apply.
L -= (u2)S/ 2 /e. Of course, this does not give the microscale
the status of Eddy Length Scale post hoc. 9. Turbulence modelling

It is important to notice that the "dissipation" in the 9.1 Normal pressure gradients
definition of L is in fact the rate of transfer of turbulent
kinetic energy from the large eddies to the smallest eddies An incomprehension entirely unrelated to turbulence,
which is, byall prevailing turbulence theories, supposed to which nevertheless causes confusion in tests of turbulence
be a property of the large eddies rather than the smallest models, is the effect of normal pressure gradient on bound-
eddies. The smallest eddies simply rearrange themselves ary layers and other shear layers. If the shear layer obeys
to dissipate the energy handed down to them. If the turbu- the boundary layer approximation then, by definition, the
lence is changing slowly with time (or streamwise distance) pressure gradient in the p direction is negligibly small.
then, of course, the rate of transfer from the large eddies However, if in a real flow the normal pressure gradient
to the smallest eddies is equal to the rate at which en- is t egligib l tre wilre a v oty g radi e 13
ergy is being dissipated by the smallest eddies, but this even in the external stream (where the total pressure is
is not formally an equality because the "cascade" process constant) and this velocity gradient will, in principle, lead
is not instantaneous. In rapidly-changing turbulent flows to extra production of turbulence via the product of mean
the "equilibrium" arguments fail, and the rate of transfer velocity gradient and turbulent shear stress. Of course, the
from the energy-containing eddies to the dissipating eddies same effects would be found within the shear layer p < 6,
is not equal to the rate at which energy is being transferred but would be less e sily identified. The re, even if afrom the dissipating eddies to heat, turbulence model produces exactly correct predictions of

the shear stress - given the mean velocity profile as input
This restriction on Kolmogorov's "universal equilib- - it will not give acceptable results in the case where nor-

rium" theory, which we used in Sec. 6.1, is too often for- meal pressure gradients affect the mean velocity gradient.
gotten. (Recall that the boundary-layer momentum equation can

be written as dP/dz = dr/dy.) This is probably a much
Another restriction of the Kolmogorov theory is that, more important reason for inaccuracy of predictions based

of course, energy which is transported in the y direction on the boundary layer appreximation in rapidly-growing
by turbulent "diffusion" will be generated at small y, but flows near separation than the often-quoted presence of
dissipated at large y where the statistical properties are significant normal-stress gradients.
different. In particular, in flows with a free-stream bound-
ary, energy is generated in regions of large mean shear and 9.2 Universality
then transported in the positive V direction to regions ofzero or negligible mean shear before being dissipated. The . Perhaps the biggest fallacy about turbulence.i that
ze nergy ble trn er n throughshear iefortl subrnge diate. The sit can be reliably described (statistically) by a system ofenergy transfer through the inertial subrange at the second e u t o s w i h i a ai rt ov h n t ef l i elocation is likely to be intermediate between the dissipation equations which is far easier to solve than the full time-
locatiois thel two bsations, dependent three-dimensional Navier-Stokes equations. Of

course the question is what is meant by "reliably', and
Nevertheless results from a large number of experi- even if one makes generous estimates of required engineer-

ments on turbulent shear layers have recently been anal- ing accuracy and requires predictions only of the Reynolds
ysed" to show that Kolmogorov scaling works remark- strmes, the likelihood is that a simplified model of tur-



bulence will be significantly less accurate, or significantly Minor fallacies in turbulence modelling abound, but
less widely applicable, than the Navier-Stokes equations misuse of gradient-transport hypotheses is probably re-
themselves - i.e. it will not be "universal". sponsible for more than its fair share. One of the most

spectacular was the use many years ago, by authors I will
Irrespctive of the use to which a model will be put, not identify, of the gradient-transport approximation for

lack of universality may interfere with the calibration of diffusion of turbulent energy by pressure fluctuations. In
a model. For example, it is customary to fix one of the terms of classical physics, anything less likely than pres-
coefficients in the model dissipation-transport equation so sure diffusion to obey a gradient-transport approximation
that the model reproduces the decay of grid turbulence could scarcely be imagined. A fallacy which has, in charity,
accurately. This involves the assumption that the model is to be regarded as a deliberate approximation, is the use -
valid in grid turbulence as well as in the flows for which it even in Reynolds-stress transport models - of the eddy-
is intended - presumably shear layers, which have a very diffusivity (gradient-transport) approximation for the tur-
different structure from grid turbulence. bulent transport terms. It appears that most of the tur-

It is becoming more and more probable that really bulent transport of Reynolds stress is provided by triple

reliable turbulence models are likely to be so long in devel- products of velocity fluctuations, rather than by the pres-

opment that large-eddy simulations (from which, of course, sure diffusion just mentioned, and therefore a gradient-

all required statistics can be derived) will arrive at their transport approximation is not so obviously unphysical.

maturity first. (The late Stan Corrain once described the 9.4 The dissipation-transport equation
process of turbulence modelling as a "trek to determi-
nacy".) Certainly, over the last twenty years the rate of Most turbulence models, whether relying on an eddy
progress in turbulence modelling has been pretty small viscosity or on the Reynolds-stress transport equations,
compared to the rate of progress in development of dig- use the dissipation-transport equation to provide a length
ital computers, and the consequent increase in Reynolds- scale or time scale of the turbulent flow. Strictly, the
number range and geometrical complexity attainable by length scale or time scale required is that of the energy-
simulations. Until recently, most work has concentrated containing Reynolds-stress-bearing eddies, not that associ-
on "complete" simulations, covering the whole range of ated with the dissipating eddies as such, and so two ques-
eddy sizes, while large-eddy simulations, which alone of- tions arise. One is whether the rate of dissipation is ade-
fer the prospect of predictions at high Reynolds numbers, quately equal to the rate of energy transfer from the large
have been somewhat neglected. eddies (which clearly, is the quantity that we really want

to model); the other is whether, if we really pretend to
9.3 Eddy viscosity and gradient transport be using the dissipation transport equation - all of whose

Turbulence models which invoke an eddy viscosity (of terms depend on the statistics of the smallest eddies -

whatever type) necessarily produce pseudo-laminar solu- we can logically model those terms by using the scales

tions with the stresses closely linked to the mean-flow gra- of the larger, energy-containing eddies. I think it is in-

dients: they may be well-behaved but they are not usually escapable that current models of the so-called dissipation

very accurate away from the flows for which they have transport equation, which certainly do parameterize the

been calibrated. Turbulence models based on term-by- terms as functions of the large-eddy scales, start out with

term modelling of the Reynolds-stress transport equations the dissipation-transport equation as such and end up with

produce solutions which may be accurate in some cases, a totally-empirical transport equation for the energy trans-

but are liable to fail rather badly in other cases: that is, fer rate. In other words, the relation between the "dissipa-

they are "ill-behaved" in a way that eddy-viscosity meth- tion" transport models and the exact transport equation

ods are not. for turbulent energy dissipation is so tenuous as not to
need consideration. Unfortunately, even Reynolds-stress

It may be this "reliable inaccuracy", rather than the transport models usually employ this suspect dissipation-
larger computer resources needed for Reynolds-strews trans- transport equation to provide a length scale, and this is
port models, which has led to two-equation (e.g. k,e) undoubtedly one of the reasons why Reynolds-stress trans-
or even one-equation methods being the industry stan- port models have not outstripped two.equation models. A
dard. With all goodwill to my friends Barrett Baldwin less-used alternative to the i equation is the w equation
and Harv. Lomax, the one-equation Baldwin-Lomax tur- (admitted to be totally empirical). w is nominally pro-
bulence model has been extended - by others - far beyond portional to e/k where k is the turbulent kinetic energy,
its intended domain, simply because it has the virtue of but conversion from one to the other (in either direction)
almost never breaking down computationally! produces the interesting result that the turbulent trans-

port terms in the transport equation for the first quantity
It has, of couse, often been said that it is just as un- (the integral of transport terms over the flow volume be-

reliable and unrealistic to define an eddy viscosity entirely ing by definition zero) convert to a transport term plus
in terms of turbulence properties (as in the k, e method) as a "source' term in the equation for the second quantity.
to define it entirely in terms of mean-flow properties as in There is increasing evidence that using w, to provide a
the Baldwin-Lomax method. Eddy viscosity is the ratio of length scale gives better results than using e: if there is
a turbulence quantity (i.e. a Reyrnolds-stre) to a mean- a reason other than more judicious choices of empirical co-
flow quantity (i.e. a rate of strain or velocity gradient), so, efficients, it must lie in the above-mentioned source term.
like the microscale, It is a hybrid quantity.



9.S Invariance the way we take averages, and, obviously, the turbulence

One of the customary requirements of a turbulence at a given instant does not know what the mean flow is.
model is that it should be "invariant" (with respect to A highly symbolic solution of the equation is
translation or rotation of axes). The boundary layer (thin-
shear layer) equations are not invariant: it is therefore =-2- a-- (8)
quite unrealistic to expect a shear-layer model to be totally (a a)

invariant, and it is perfectly realistic to suppose that the where V- 2 is a weighted integral over the whole flow vol-
direction normai to the shear-layer (y) is a special direc- ume. In other words, the "rapid' pressure at a given point,
tion. There seems to be no reason why a turbulence model and its contribution to the pressure-straLn terms at that
should not, given an identifiable "special direction" in a point, depend on conditions for a distance of several typical
shear-layer use that special direction for orientation of its eddy length scales around that point - i.e. they are "non-
empirical constants and functions. Even though equations local". The same non-locality accounts for the presence
(such as the Navier-Stokes equations or the time-average of irrotational velocity fluctuations outside the turbulent
Reynolds equations) may be invariant, the boundary con- motion.
ditions for which they are to be satisfied certainly are not
invariant (almost by definition). Therefore, the solutions Almost all current stress-transport turbulence models,
of the exact, or approximate, equations of motion of turbu- with the exception of that of Durbin1 2, model the pressure-
lent flow cannot be expected to be invariant with respect to strain terms and other pressure-velocity correlations en-
translation or rotation. From this it is a rather small step tirely as functions of local quantities. (All the other terms
to argue that the empirical constants or functions in these in the Reynolds-stress transport equations are genuinely
model equations should, again, be released from invariance local quantities.) This is equivalent to replacing Eq. (8)
requirements. by

9.6 Local modelling of pressure-fluctuation terms = -2L V- (9)
8y az

The mean products of fluctuating pressure and fluc- - that is, evaluating aU/ay at the position where p' is
tuating rates of strain that act as redistribution terms required and volume-integrating only av/Bz.
in the Reynolds-stress transport equations represent, very
crudely speaking, the effect of eddy collisions in making In Ref. 13, the behavior of existing models for the
the principal Reynolds stresses more nearly equal - that pressurestrain terms was analyzed, usingLsimulation data
is, making the turbulence more nearly isotropic (statisti- in a duct flow to evaluate the terms directly. The results,
cally). The shear stres in isotropic turbulence is zero, so surprisingly, suggest that the difference between the ex-
the effect of the pressure-strain terms on the shear stress, act pressure-strain terms, using p; from Eq. (8), and the
and their modelling, is of great interest. approximate results, using p'3 from Eq. (9), is negligibly

small (or, at least, small enough to be hidden in the empir-
Pressure fluctuations within a turbulent flow are one ical coefficient in the pressure-strain model) except in the

of the Great Unmeasurables: they are of the order of viscous wall region. Within the viscous wall region, the-
pu 2 and so, unfortunately, are the pressure fluctuations difference between the true pressure fluctuation pl and the
induced on a static-pressure probe by the velocity field. approximate pressure fluctuation p'3 is not only very large
That is, the signal-to-noise ratio is of the order of one. To but eccentrically behaved. It is not suggested that viscous
say that signals cannot be educed even with S/N = OM() effects, arising from the v = 0 boundary condition at the
is itself a fallacy, but in this case the attempts made to do surface, are directly to blame: it is much more likely that
so have not met with general acceptance. Pressure fluc- the effects of the v = 0 boundary condition are mainly re-
tuations can be extracted from simulations, but these are sponsible, but it is surprising that these effects should be
confined to low Reynolds number. small outside the viscous wall region. A final possibility

nfluctuating) is that the changes in turbulence structure with t•y// in
An equation for the pressure (mean and uthe viscous wall region are so large as to invalidate local

can be obtained by taking the divergence of the Navier- models.
Stokes equations. It is a Poisson equation, and it is nec-
essary in turbulence modelling to consider the different This suggests not only that standard pressure-strain
terms on the right-hand side separately, by writing a Pois- models are grossly inaccurate in the viscous wall region,
son equation for each and adding the solutions to get the but also that any extension of a standard turbulence model
pressure. One such is the equation for the "rapid" pres- into the viscous wall region will be similarly inaccurate.
Sure, which for a two-dimensional boundary-layer flow is This inaccuracy can be camouflaged by the insertion of

!= "low-Reynolds-number" functions, nominally functions of
--=(7) the wall distance v/. Obviously, if the real flow scales

with uV/l, this simple procedure suffices, but If the flow

The "rapid' presure is so called because it responds ia- approaches, or goo beyond, separation then inner-layer

mediately to a change in the mean flow, as repromted by scaling - and presumably "low-Reynolds-number" models

au/ag. To regard this apparentlyoeurprising fact as pbys- - break down. even if uyl/v is replaced by the guaranteed-

ically meaningful is a misconception: it is just a result of real quantity k1/2g/P.



10. Chaos questions of turbulence theory to the important practical
question of the reliability of turbulence models, and then

"What kept you?" you may ask. Chaos has been ended in chaos. The fallacies that we have discussed do not
one of the buzzwords in applied mathematics in recent necessarily form a coherent story, but I think it can be said
years, and turbulence is often cited as the supreme ex- that most of them fall into the general category of wishful
ample. The complication of turbuknt motion, with its thinking - the hope of finding simple solutions to a difficult
broad spectrum of wavelengths, is far greater than that of problem. I will end with one of my favorite quotations,
the "chaotic" solutions of some low-order systems of cou- from H. L. Mencken, "to every difficult question there is a
pled ordinary differential equations. Analysis of simulation simple answer - which is wrong".
data" suggests that the dimension of the turbulence at-
tractor (roughly, the number of modes or "degrees of free- References
dom" needed to represent the turbulent motion) is several
hundreds at least, even at the lowest Reynolds number at Goldstein, S., "The Navier-Stokes Equations and the
which turbulence can exist. The upper bound on the di- Bulk Viscosity of Simple Gases", J. Math. and Phys.
mension is, roughly, the number of totally-arbitrary modes Sci., University of Madras, vol. 6, 1972, pp. 225-261.
(say, Fourier modes or finite-difference formulae) needed to 2 Coles, D., "The Young Person's Guide to the Data,
represent the motion. Now since direct-simulation calcu- Comes, of TheY ung B ers - 1968lations need, ti-ay,128s • 2 --l Fore o'- -ft Computation of Turbulent Boundary Layers - 1968

lain netypically, 128 -- 2 F ourier or finite- AFOSR-LFPP-Stanford Conference, vol. I1 (D.E. Colesdifference points for flows at a very modest laboratory- and E.A. Hist, Eds.), Thermosciences Division, Stan-
scale Reynolds number, we can take the upper bound of ford University, 196., pp. 1-4S.
the attractor dimension as being of this order: for the
barely-turbulent flow of Ref. 13, 323 s 30000 might do. 3 Bradshaw, P., and Cebeci, T., Physical and Corn-
Large-eddy simulations need fewer points: 1283 might do putational Aspects of Aerodynamic Flows, Springer-
for any Reynolds number, at least if the viscous wall region Verlag, New York, 1984.
did not have to be resolved. These are all impracticably
large estimates of the attractor dimension. Selig, M., Andreopoulos, J., Muck, K., Dussauge, 1.

and Smits, A.J., "Turbulence Structure in a Shock
However, several authors have based their work on the Wave/Turbulent Boundary Layer Interaction", AIAA

classically incorrect syllogism "Solutions of some equations J., Vol. 27, 1989, pp. 8624169.
with few degrees of freedom yield complicated behavior:
turbulence has complicated behavior. therefore turbulence 3 Sarkar, S., Erlebacher, G., Hussaini, M.Y., and Kreiss,
may be represented by the solution of equations with few H.O., "The Analysis and Modeling of Dilatational
degrees of freedom". The last hypothesis of course stood Terms in Compressible Turbulence", J. Fluid Mech.,
by itself for many years B.C. (before chaos), and a great Vol. 227, 1991, pp. 473-493.
deal of brain power has been applied to prove it - i.e. to e Zeman, 0., "Dilatation Dissipation - the Concept and
produce a usably small set of modes to describe turbulence Application in Modeling Compressible Mixing Lay-
- but without great success: the most ambitious efforts ers", Phys. Fluids A, Vol. 2, 1990, pp. 178-188.
require an amount of computing time which is not much
less than that of a large-eddy simulation. 1 Birch, S.F., and Eggers, J.M., "A Critical Review of

The concepts of chaos theory may of course be quaui- the Ex~perimental Data for Developed Free Turbulent
tatively useful in turbulence studies. One is the concept of Shear Layers", NASA SP-321, 1973, pp. 11-37.
predictability. Qualitative arguments about the non-linear 8 Papamoschou, D., and Roshko, A., "The Compress-
Navier-Stokes equations suggest that if two almost identi- ible Turbulent Shear Layer - an Experimental Study",
cal turbulence fields with the same boundary conditions J. Fluid Mech., Vol. 197, 1989, pp. 453477.
are set up at time t = 0, then the two instantaneous veloc- 0 Townsend, A.A., "Equilibrium Layers and Wall Tur-
ity and pressure fields will become more and more different bulence, J. Fluid Mech., Vol. 11, 1951, pp. 97-116.
at time goes on, even though the statistical properties of
the two fields will still be (nearly) equal. To a worker '0 Bradshaw, P., " 'Inactive' Motion and Pressure Fluc-
in turbulence, particularly an experimenter, this does not tations in Turbulent Boundary Layers", J. Fluid Mech.,
seem odd - but the issue of instantaneous versus statisti- Vol. 30, 1967, pp. 241-2S8.
cal predictability has attracted a lot of attention in chaos Kumnetsov, VI.., Praskovsky, A.A., and Sabelnikov,
studies, and perhaps our intuition about the Navier-Stokes VA K Im e r.it k k,.A and STbenclkov,
equations may be put on a firmer footing. Deisaler15 re- V.A., "Intermittency and Fine-Scale Turbulence Struc-
views applications of chaos studies in fluid dynamics; for ture in Shear Flows", presented at Eighth Symposium
a popular introduction to chaos studies in general, see the on Turbulent Shear Flows, Munchen, 1991.
book by Gleick 1 ; and see also, of course, the new inter, 12 Durbia, P.A.,"Near Wall Turbulence Closure Model-
disciplinary journal "Chaos'. ling Without 'Damping Functions' ', NASA Ames.

Stanford Center for Turbuknce Rmsarch Manuscript
11. Conclusoms 112, 1980.

In this paper, we have gone all the way from very basic 13 Bradshaw, P., Manour, N.N., and Piomelli, U., "On
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384"65) Damping of V7&Waion# in a Spherical Vmen 651

It bist be noticed that the ratio of (41 to (12) is of the crder J(we4r) numerical factora
baing omitted. In aUl asses to which our apprazzmaticus apply t" ratio.i lare. so that
the radial vibration arm much more slowly extmgumished. so far m Yint" slowas. coo-
owrned, than thown whic oorrespond to values of pumeat than 0. This n read&~ accounted
for. In the latter mnodes the condition thiat thawis to ha no slipping of the fiuid in contact
with the venal implies a relatively graster amount of distortion of the fluid elemesiu. and
comnequant diupation of energy in the superficial laver of the VsA.

The method of the diesipation function, which was applied in Art. 343 to the cma of
water waves, might be ueed to obtain the resul (12) far the re"ia vibeationa. but would
lead to an rrnooneousokul for a >0, sumo the underlyin sassumpetons that the motion is
only sliglittly moadified bT thet fiction. i violated at the boundary.

In the pavest radial vibration we have he - 4-492. wea

In the men of air at 0 Q. this makes r - 8SW.

Ttrulwitl* motion.
365. It remains to call attention to the chief outstanding difficulty of

our subject.
It has already been pointed out that the neglect of the terms of the

seond order (u~urdz, &t.) seriously limits the application of many of the
preceding results to fluids possessed of ordinary degres of mobility. Unless;
the velocities. or the linear dinienmouns involved, be very small the actual
motion in such cases, so far as it admits of being observed, is found to be
very different from that represented by our formulae. For example, when
a solid of emar' shape maves; through a liquid, an irregular eddyiing motion
is produced in a layer of the fluid next to the solid, and a trail of eddies is
left behind, whilst the motion at a distance laterally is comparatively smooth
and uniform.

The mathematical disability aboe pointed out does not apply to cosee
of aorsotlwr Saw, such as have been discussed in Arts. 330, 331; but even
here observation &hewm that the types of motion investigated, though always
theorsetially possible, become under certain conditions practically unstable.

The case of Rlow through a pipe of circular section wus made the subject
of.a careful experimental study by Reynoldat, by measn of filaments of
coloure fluid introduced into the stream. So long as the mean velocity
(t%,) over the corss-eection falls below a certain limit depending on the radius
of the pipe and the nature of the fluid, the flow is smooth end in accordance

*This hut. is dlerived with sliht skeration from a paper aitad as p. 555L
- An 3spiiiamtsl Iavastgatiea of the Oroeaximseas whith deuamein whothe the

Xmete of Water bhl e ofme Wr Ies.anttelaw of Assimasea is paralleCi anesls."

sand partisl asetiasiassatin ethe writ..1 on Kslhs PM. Sqaa. SOL .W. L. risE p. 314
(Isial. Reduaese w mos in pserbealar to Maesa. JA Al. ISM13. p. 17.
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Abstract method or the N-factor method. The next level of tran-
sition prediction methodology is likely to involve an ab-

The e N method for predicting transition onset is an am- solute amplitude criterion. In order to achieve this goal,
plitude ratio criterion that is on the verge of full matu- many more physical effects must be taken into account
ration for three-dimensional, compressible, real gas flows, and more analysis tools must be utilized.
Many of the components for a more sophisticated. absolute The seeds of transition are the disturbance environment
amplitude criterion are now emerging: receptivity theory, in which the vehicle operates. Transition is born by the
secondary instability theory, parabolized stability equa- receptivity process in which the background disturbances
tions approaches, direct numerical simulation and large- are incorporated within the boundary layer as linear insta-
eddy simulation. This paper will provide a description of bility waves. It is nurtured by a relatively long region of
each of these new theoretical tools and provide indications linear instability growth. Once secondary instability ef-
of their current status. fects develop, they induce rapid growth, and at a suffi-

ciently high amplitude the nonlinear regimes are entered
and transition commences, as signified by, say, the skin

1 Introduction friction or heat transfer rise.

Characterization of the disturbance background is a pre-
requisite for an absolute amplitude criterion. Both ampli-

Robust tools for predicting the location of the onset of tude and spectral information are required. This is nec-
transition in boundary layers on aerospace vehicles have essarily an experimental task and will not be addressed
obvious technological importance. For practical engineer- further in this paper.
ing purposes one desires a prediction tool which is quan- The theoretical and computational tools which can now
tatively and not just qualitatively correct: the issue is not be brought to bear on the transition problem include
whether transition occurs but where. At present transition Receptivity Theory, Linear Stability Theory (LST), Sec-
prediction tends to be based on simple correlations, such ondary Instability Theory (SIT), Parabolized Stability
as croesflow Reynolds number or Ree/M; modified one- Equations approaches (PSE), Direct Numerical Simula-
or two-equation turbulence models which seek to trans- tion (DNS), and Large-Eddy Simulation (LES).
late the freestream turbulence level into computations of
laminar-transitional-turbulent flow; and linear stability Receptivity theory is a very active area of current re-
theory, search. The essential problem is that the freestrearn dis-

turbances often have much longer length scales than the
The pioneering work of Smith & Gamberoni [f ] and Van instability waves in boundary layers. Therefore, the incor-

Ingen [2] introduced an empirical method for estimating poration of background disturbances into boundary-layer
the location of transition onset based on an amplitude ra- instability waves requires a wavelength conversion mecha-
tae criterion. This tool has come to be known as the eC nism. A variety of linear and asymptotic techniques have

"Senior Research Scientist been applied to this problem. We refer the reader to [3]-[8]
tlarch Scientist. for some recent work in this field. The latter two articles
lRe.serch Scientist. Present Address: Boeing Commercial Air- a particularly concerned with compressible flow.

plane Group, Seattle, Waa t chmtoe.
This paper is declared a work of the U.S.Government and is not This paper furnishes a brief description of the remainder
subject to copy•igh protection in the United States.
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of these tools and provides examples of recent work. We Although results will be presented here for flat plates,
shall limit ourselves to illustrating these methods for su- cylinders and cones, the equations and notation will be
personic flows, and shall highlight some recent results from given just for the flat plate. See [9] for the appropriate
the theoretical and computational transition program at equations for the more general situation.
the NASA Langley Research Center.

2 Governing Equations 3 Linear Stability Theory

The techniques of compressible linear stability theory
The starting point for these analysis tools is, of course, the are quite well know; see, for example, [10]. The starting
compressible Navier-Stokes equations. In dimensionless point is a laminar mean flow, q0 . In most cases an approx-
form the equations for a thermally and calorically perfect imate mean flow is utilized, e.g., a quasi-parallel solution
gas are of the boundary-layer equations. One must then imagine

Op puthat an appropriate forcing term has been added to Eq.
+ = 0 (1). See [11] for a recent discussion. The total flow field,

Ft , Ut 11q(x, t), is written asc? u' + 0(ukul) 1 ap + 1 aor.t
N O_ - p Oxk p Re Ott q(x,f) = qo(z) + A(qi(z)ei(&c+0V--') + c. c.) . (5)

Op Op+ OUk 1 Oqk Y1
0 + UPk 9Pk = .UPrRe 1 Oq +Re - The streamwise and spanwise wave numbers are denoted

5 * e k by o and 0, respectively, and w is the (temporal) fre-
'.e•2P = pT, (1) quency. The complex amplitude function, ql(z), deter-

where mines the structure in the wall-normal direction. The
2 Ou, Ouk Ou+a compressible Navier-Stokes equations are then linearized

o7ki = -- -bkl + J,-I+ (2) about the mean flow to first-order in the amplitude A.

is the viscous stress tensor, When combined with appropriate boundary conditions, an
eigenvalue problem results.

OT
qk = K•'- (3) The spanwise wavenumber is invariably taken to be real.

4xk In temporal theory, a is real and w is the (complex) eigen-

is the heat flux, and value, with w the spatial growth rate. In the spatial con-
Oua cept, w is real and a is the eigenvalue, with -ai the spatial

0 = 4-x (4) growth rate. In many cases the simpler temporal theory
O&I is applied, and the spatial growth rate approximated by

is the viscous dissipation. The Reynolds number is de- -ai = wi/c., where c. is the group velocity of the wave.

noted by Re, the Prandtl number by Pr, the Mach num- The linear instability is referred to as the primary insta-

ber at the boundary-layer edge by Al, and the ratio bility.

of specific heats by -. (For all the examples in this Some recent developments for compressible flow include
paper 7 = 1.4.) In these equations p is the density, incorporation of non-parallel effects through multiple-scale
u S (ui, u2 , U3 ) = (u, v, w) the velocity, p the pressure, techniques [12], real gas effects (13], proper shock-wave
and T the temperature. We shall denote the solution vec- boundary conditions [14], and clarification of some issues
tor by q = (p, u, v, w,p). The coordinate system is chosen regarding propagation of three-dimensional waves (15].
so that x = (Z*, Z2, Z3) = (z, y. z), where z, y, and z are The N-factor method is applied by first computing the
the streamwise, spanwise, and wall-normal coordinate di- laminar mean flow past the body of interest and then
rections, respectively. applying LST to that flow. For a given frequency, w,

In this paper, most dependent variables are normal- the strearnwise location at which a wave first becomes
ized with respect to their boundary-layer edge values; p unstable, to, is identified and then the spatial growth
is scaled by p' u . Distances are scaled by the variable rate is integrated downstream to produce the N-factor:
L" = (V..r*/u.,)1/ 2 . The superscript * characterizes a di- N(w) = f" (-a,)dz'. (Note that if the amplitude of the
mensional quantity, the subscript e indicates a value at the instability at z0 is denoted by A0 , then the amplitude at
edge of a boundary layer, u is the streamwise velocity, and z is given by A/Ao = eN("); thus, •N('w) measures the am-
' is the kinematic viscosity. The viscosity, p*, is assumed plitude ratio.) This calculation is performed for a range oi

to be given by the Sutherland formula. frequencies, and for each z, the maximum over w, denoted

2



by just N, is taken. 0.02

The estimate of transition onset is based upon an em-
pirical correlation between N and the location of transi-
tion. The N-factor n.ethod has had a surprising degree of
success, even considering its limitations, such as inapplica- W
bility to flows in a high disturbance background for which o 0.01

the linear instability regime is "by-passed". The N-factor
method has matured to the point at which an analysis ca- or

pability is imminent for transition estimation across the
0

speed range (including real gas effects) and for arbitrary u spatial

steady three-dimensional mean flows..0 tranzormsd-patia,
0.00

The computer requirements for solving a single LST 0.0 0.5 1.0
eigenvalue problem are inconsequential. Even application B
of the N-factor method to a three-dimensional mean flow
requires only on the order of an hour of supercomputer Figure 1: Variation of ",. with B when f. = 1.6. Funda-
time. However. a non-trivial related task is computa- mental at A = 2.9%. Subharmonic at A = 1.5%.
tion of an accurate mean flow. LST requires accurate
(and oscillation-free) mean flows and this is a far more
stringent requirenicat than is customary in conventional is defined so that it corresponds to the maximum value
steady-state CFD. This can take many tens of supercom- of the perturbation mass flux. The equations governing
puter hours for a three-dimensional configuration. the secondary disturbance are obtained by linearizing Eq.

(1) about the modulated base flow. The discretized dis-
turbance equations are converted into a complex algebraic

4 Secondary Instability Theory eigenvalue problem for a or -y and their associated eigen-
functions. In temporal theory, -y = 0 and o 6 0 is the
complex eigenvalue to be determined. In the spatial con-
cept, we write or = -rc,. in Eq. (6) and solve for -f as the

Secondary instability theory picks up where LST leaves eigenvalue [16]. The temporal and spatial growth rates are
off. In SIT one includes some weakly nonlinear (and three- given by the real parts of or and -t, respectively. The detun-
dimensional) effects. One considers the linear stability ing parameter, h, defines the type of secondary instability.
with respect to secondary disturbances of a base flow com- The subharmonic modes are given by h = 1, while the
prised of a laminar mean flow (assumed locally parallel) fundamental. modes correspond to h = 0. In practice the
modulated by a small (but finite) amplitude primary dis- sum in Eq. (6) includes from 2 to 5 modes.
turbance. SIT is now well-established for incompressible As one example, consider the boundary layer over an
flow. See Herbert (161 for a thorough review of the subject. insulated flat plate at Mach number M, = 1.6, Reynolds
In recent years it has been extended and applied to com- number Re = 1050, Prandtl number Pr = 0.72, and
pressible boundary layers in [17]. [18], (19], and (20]. Here temperature T. = 2160 Rankine. The primary wave
we review some of the developments discussed in [20]. is slightly damped, and is located near branch two of

The frequency, wavelength, and shape of the primary the neutral stability curve with a, = 0.1471 and F -
disturbance are obtained using LST. The primary wave 10s x w•l/Re = 82.6. For clarity, the secondary growth
is assumed to have no growth during the evolution of the rate obtained from the temporal theory, which has been
secondary disturbance. In a Galilean frame, z+ = z - ct, converted to a spatial growth rate by using the transfor-
moving with the phase velocity, c, of the primary wave, mation f,. = o,/cr, is termed the "transformed-spatial"
the total flow variable, q, can be written in the Floquet growth rate. In many cases of interest both the dominant
form fundamental and subharmonic travel synchronously with

the primary, i.e., -ti = 0.00

q = qj + c?{eate'W+e'd2le'h2"t÷ E q2j(:)eiJ'+}), In Fig. 1, the secondary growth rate is plotted
J=-00 as a function of the normalized spanwise wavenumber

(6) B ai 10 x 42 /Re. (For constant boundary-layer
where q1 is given by Eq. (5). Hereafter, the subscripts 0, edge conditions, the parameter B signifies a wave of fixed
b, 1, and 2 refer, respectively, to the laminar mean flow, spanwise wavelength as it propagates downstream.) The
the modulated base flow, the primary disturbance, and the "transformed-spatial" growth rate agrees well with the
secondary disturbance. The primary wave amplitude, A, (true) spatial growth rate. The most amplified subhar-
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Figure 2: Variation of yr with A when ,e = 1.6. Figure 3: Effect of the detuning parameter on y. Mle = 6.8
and B = 0.135.

monic disturbance consists of a pair of oblique waves tray- arising from a first-mode primary (at Ale -= 1.6) with that
eling at equal and opposite angles at about 700 to the arising from a second-mode primary (at Me = 6.8). Over
mean-flow directiun. The most unstable fundamental dis- a range of Mach numbers up to at least 6.8, subharmonic
turbance is comprised of a stationary mode, which repre- secondary instability (h = 1) is found to prevail in a low
sents a spanwise periodic distortion of the mean flow, and primary-disturbance environment. This is especially true
a pair of oblique waves propagating in opposite directions for high-speed flows. In particular, as illustrated in Fig.
at about 570 to the mean-flow direction. 3, no fundamental instability (h = 0) for M, = 6.8 exists

Figure 2 depicts the typical catalytic effect of the pri- even for a primary amplitude of 2.625%. In fact, both
mary amplitude on the growth rates of the secondary dis- the first- and second-mode primary waves associated with
turbamces. The spanwise wavenumbers, B, of the sub- high-speed flows have been found ineffective in catalyzing

turbnce. Te spnwie wvenuber, B of he ub-unstable fundamental resonance modes.
harmonic and the fundamental are 0.19 and 0.22, respec-

tively; these particular values of B correspond roughly to Recent developments in SIT include incorporation of
the most amplified secondary disturbances. The subhar- non-parallel effects (but only for for the evolution of the
monic instability prevails over the fundamental instability primary wave) [17]. Ng & Erlebacher [19] have developed
in an environment with a primary amplitude, A, of less a fairly general capability which allows for oblique primary
than about 2.8%, while the converse is true for higher val- waves (important at low supersonic Mach number, where
ues of A. The transformed-spatial growth rates of the sub- the most unstable primary is oblique).
harmonic modes are almost identital to the spatial rates SIT has greater computational requirements than LST
for small A - the former increasingly underpredicts the - the matrix eigenvalue problems which must be solved
latter as A increases from 1.5%. are larger than in LST. Nevertheless, a solution can be

The preceding behavior is expected, since the use of obtained in minutes on a supercomputer.
temporal data to approximate spatial growth becomes less
accurate when the growth rate is relatively high. Still,
the transformation of temporal data to approximate the 5 Parabolized Stability Equations
spatial growth rates of fundamental resonance modes is
surprisingly accurate even for a primary amplitude as high
as 4%. As a consequence of the rapid growth if the secondary

The second example, givzn in Fig. 3, corresponds to a wave, many harmonic waves, including the mean flow cor-
laminar boundary layer on an insulated 7-degree half-angle rection mode, are excited to large amplitudes, and eventu-
sharp cone at MA. = 6.8. The parameters are Re = 1939, ally strongly nonlinear effects ensue; the flo'w then becomes
T. = 1280 Rankine, Pr = 0.70. The primary distur- transitional. Although SIT furnishes a guide to mecha-
bance is axisymmetric and is of the "second mode" type niams that may he present near transition onset, it does
with oa = 0.2788 and F = 135. The two sets of cal- not at present account for many non-parallel effects, and
culations also serve to contrast the secondary instability it incorporates only the lowest level non-linearity.
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Figure 4: PSE computation of the effect of non-parallel Figure 5: PSE amplitude evolution of the primary and
mean flows for both 2-D and 3-D disturbances of a .11, = subharmonic waves at Me = 1.6, F = 50, and B = 0.053.
1.6 flow at F = 40. (Solid lines are from parallel LST,
dashed linles from PSE calculations. and symbols are from
multiple-scales analysis (12].) linear effects such as wave/rave interaction or secondary

instability can be simulated by the non-linear PSE.

To demonstrate the applicability of the PSE approach,
One efficient method which does incorporates both non- we present some of the results given in [24]. Linear

parallel and non-linear effects is the parabolized stabil- PSE calculations were performed for a Mach 1.6 flat-plate
ity equations approach, first suggested by Herbert and boundary layer previously studied by EI-Hady [12]. The
Bertolotti [21], [22]. The PSE method facilitates the so- frequency of. the disturbances is F = 40. Calculations
lution of the full partial differential equations for the dis- were performed for both 2-D and 3-D linear disturbances;
turbances by employing a partial parabolization along the the wave angle for the oblique, 3-D waves was about 500.
dominant flow direction. In this approach, the disturbance The growth rate of the mass flow fluctuations from the
is decomposed into a wave part and a shape function part. PSE calculations together with the multiple-scales results
The elliptic terms are retained for the wave part, whereas are plotted along with the growth rates obtained by quasi-
the governing equations for the shape function are parab- parallel LST in Fig. 4. PSE results agree quite well with
olized in the strearnwise direction. The parabolized equa- those obtained from the multiple-scales approach. The re-
tions for the shape function are then solved numerically by sults also indicate that for the first mode disturbance at
a marching procedure. The wave properties are extracted Mach 1.6, flow non-parallelism has more effect on three-
from a local analysis. Nonlinear terms are formulated as dimensional disturbances than on two-dimensional ones.
forcing functions for the corresponding linear equations. The non-parallel effect on oblique waves is qualitatively
Because the equation set contains non-parallel as well as very similar to that in incor-preesibhe flows, as found by
nonlinear terms, the PSE method governs the spatial evo- Bertolotti [21].
lution of disturbances from the linear stage up to the tran- Compressible non-linear PSE computations for sec-
sitional stage. ondary instability mechan;sms and the subsequent start

The PSE approach has been successfully applied to the of lamninar breakdown have also been demonstrated . The
stability of supersonic two-dimensional boundary lavers by flow is again a Mach 1.6 flat-plate boundary layer with a
Bertolotti & Herbert (23] and Chang et A. [24]. In the primary disturbance frequency of F = 50. The free-strearn
linear regime, the method provides a means to include non- temperature is 540' Rankine and the Prandtl number is
parallel effects due to the growth of the boundary layer, P," -- 0.71. Figure 5 shows the evolution of primary and
which :is ignored in traditional LST. Furthermore, non- suhharmonic disturbances for various initial amplitudes of

a5



0.24

-- " 0.22

•d4

I001 0.18 •\Non-Linear PSIE

0.16 ,

so No M M no 0.14Re

Figure 6: PSE amplitude evolution of various Fourier 0.12 , a

modes for a .Al = 1.6 fundamental breakdown 500 6W0 700 aoo s9o
Re

the primary waves (the subbarmonic amplitudes are the Figure 7: PSE wall shear of laminar and perturbed flows

same for all three cases). The spanwise wave number of for a .11. = 1.6 fundamental breakdown.

the subharmonic mode is fixed at B = 0.053, which corre-
sponds to an oblique wave angle of 45*. As can be seen, a Linear PSE computations (equivalent to non-parallel
1.1% initial amplitude for *te primary mode is enough to LST) are quite cheap. Nonlinear PSE can compute up
trigger the secondary growth. to the skin friction rise in no more than an hour of su-

Non-linear PSE calculations were also performed for the percomputer time. However, current numerical techniques
same Mach 1.6 case but for a fundamental-type secondary for nonlinear PSE have computational requirements which
resonance. The initial amplitude of the primary wave is scale quadratically with both the number of spanwise
again 3%f and that of the secondary is taken to be 0.005%. Fourier components and the number of temporal frequen-
The spanwise wave number is B = .152 (oblique wave an- cies retained'in the approximation. This means that PSE
gle of 600 for the secondary wave) and the primary wave computations for the later stages of transition and for ran-
frequency is again F = 50. The non-linear evolution of dom inflow and/or freestream conditions are exceedingly
the maximum rms amplitude of u' (a prime is used to de- expensive.
note the fluctuating part of a variable) is shown in Figure The SIT and PSE tools that have been described up
6. Clearly, the presence of the primary 2-D and secondary to this point are oriented towards forced transition, i.e.,
3-D disturbances results in wave resonance and strong sec- transition characterized by sharply defined frequencies as
ondary growth of the oblique wave. When the secondary might occur from specific forcing. The technologically in-
disturbance is amplified to about the same amplitude of teresting problem is that of natural transition, for which
the primary wave, all harmonics are excited and the flow a broad range of frequencies is present. To capture the
becomes transitional. This is confirmed by plotting the nonlinear interaction between a wide range of frequencies,
average wall shear in Figure 7. The computed wall shear DNS and LES are currently the n,,st appropriate tools.
is only slightly above the laminar value for most of the
computational domain. (The PSE wall shear lies above
the laminar value right from the beginning because of the
relatively high initial amplitude of the 2-D primary dis- 6 Direct Numerical Simulation
turbance.) Eventually the wall shear departs sharply from
the laminar value, indicative of transition onset. Thus, the Direct numerical simulation solves the time-dependent,
PSE computation captures the skin friction rise, which is three-dimensional, nonlinear, Navier-Stokes equatioms
one of the criteria for transition onset; accurate predic- subject to prescribed initial and boundary conditions with-
tion of its location is a prime goal of transition prediction out recourse to empirical models. A thorough review of
methods. this approach has been given by Kleiser & Zang [25].
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M. = 4.5 cylinder subharmonic transition.

When attacked as the total boundary-layer transition
problem - from receptivity through fully-developed tur-
bulence - the non-parallel, spatial formulation is certainly the quasi-parallel SIT theory the mean flow was con-
more appropriate than the temporal approximation. How- strained to be parallel by using a forcing function. The ini-
ever, DNS for the complete transition process is an exceed- tial conditions consisted solely of the laminar mean flow.
ingly expensive tool even for the low Reynolds numbers At the inflow boundary, z" = x; = u.L-'/v., the flow
to which it is of necessity restricted. Gilbert & Kleiser consisted of the mean flow plus the appropriate contribu-
[26] performed the first well-resolved simulation of the tions from the linear and secondary eigenfunctions. The
complete transition to turbulence and this took several physical domain consisted of 8 wavelengths of the pri-
hundred supercomputer hours for a temporal computa- mary wave, with "buffer domain" modifications [28] to the
tion of forced incompressible transition. With somewhat Navier-Stokes equations in the last 2 wavelengths used to
relaxed resolution requirements Rai & Moin (27] have re- ameliorate potential difficulties with the outflow boundary
cently computed bypass transition for low-speed flow past conditions. (See [20] for details.) Figure 8 shows the span-
a flat plate. This required many hundreds of supercom- wise velocity component, v, at z - 0.26*, where 6 is the
puter hours and it remains to be seen what the require- displacement thickness, and 032y= r/2 after 10 periods of
ments are for a well-resolved computation for this problem. forcing; this component is due solely to the secondary in-
For the foreseeable future, both temporal and spatial DNS stability. The agreement between the DNS and SIT results
have a role, but this tool ought to be applied selectively, is excellent, except, of course, in the buffer domain.

One role for DNS is the corroboration of simpler tools, This computation utilized 12 points per streamwise
such as SIT and PSE. For compressible flows it has been wavelength. For transition in high-speed flows the growth
used to verify temporal SIT [19], [9], spatial SIT [20], and rates of both primary and secondary disturbances are
some aspects of nonlinear PSE [24]. Given the algebraic lower than for incompressible flow. As a consequence on
complexity of SIT and PSE, particularly for oblique pri- the order of 102 wavelengths would be needed to follow the
maries, this role is a needed one to establish confidence in primary/secondary stages from about the 1% level to the
them. (It also furnishes a stringent calibration of DNS.) skin friction rise. This is a prohibitive expense and argues

One comparison between spatial (but quasi-parallel) strongly for the use of simpler methods such as SIT and

SIT and DNS by Ng & Zang [20] was performed for a especially PSE for routine application to the early stages

fundamental type instability at M. = 1.6, Re = 613, of transition.

Pr = 0.70, and T, = 520' Rankine. The primary wave is a The unique niche for DNS is the highly nonlinear, lami-
2-D first mode with frequency F = 73. The subharmonic nar breakdown stage and the subsequent transition to tur-
secondary wave has spanwise wavenumber B = 0.1465. bulence; for this the non-parallel effects appear to be less
The amplitude of the primary is chosen to be 6%, while significant than they are for the rather lengthy primary
that of the secondary is 0.1%. Although the spatial DNS and secondary instability stages. These early stages are
code is designed for non-parallel flow, for comparison with nowadays treated far more efficiently by SIT and PSE ap-
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Figure 10: Skin friction and shape factor from DNS of nonlinear and strongly nonlinear stages, and finally cormn-
J, = 4.5 cylinder subharmonic transitiont menced laminar breakdown. The stages cited above last

from 0-15, 15-35, 35-45 and 45-60, respectively. The sym-
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proaches than by DNS. Indeed, the simpler theories canD pred tro t a Sfor the growth of the primary and secondary disturbances.

well be used to set the stage for the DNS: LST selects the They are in good agreement with the DNS. One interest-
dominant primary instability (and determines the relevantinfetrofhssmuaonitepoienehtth

streamwise scales); SIT and/or PSE select the dominant ing feature of this simulation is the prominence that the

spanwise scales and can be used to "jump start" the DNS (0,2) mode assumes in the latter stages of transition. This
mode is not present in the initial conditions (nor in SIT)

at fairly high disturbance levels, and is generated by nonlinear effects. Additional DNS

This is the approach that was taken by Pruett & Zang have revealed that this mode plays an essential role in the
[29] in their temporal DNS of transition in Mach 4.5 flow final laminar breakdown.
past a cylinder. The primary disturbance was a second Figure 10 shows the evolution of the skin friction, C1 ,
mode and the secondary disturbance was of subharmonic and the shape factor, H, for the Mach 4.5 cylinder tran-
type. Due to the periodicity assumptions in the stream- sition This simulation was stopped at about 60 pen-
wise (x) and spanwise (y) directions, the dependent vari- ods because of strong gradients that even its million grid
ables have Fourier series representations in these direc- points could not resolve. Indeed, the judgment of Pruett
tions. A useful measure of the strength of a given Fourier & Zang [29] was that the resolution became questionable
harmonic is after 55 periods. This resolution problem intensifies as

0 Z2 Mach number increases, and in a particular computation
.(00= dkdk po(z)Iuk,,k,(z, t)Idz, (7) may eventually manifest itself in negative values of some

of the thermodynamic quantities. This particular diffi-
where spon is the Fourier coefficient of the velocity con- culty does not arise for low-speed DNS. For compressible
responding to wavenumbers kl and k, (with respect to £k flow the dilemma is that highly-accurate central-difference
and /32, respectively; schemes do not have sufficient artificial viscosity to resolve

dk = 2 - 6k0 (8) strong gradients at high Reynolds number, whereas con-
ventional upwind CFD schemes are so dissipative that they

accounts for some of the symmetries in the problem. The corrupt the delicate physics of transition. An encourag-
quantity Ek.,k, is approximately the kinetic energy of the ing recent development is the work of Atkins [30], which
(k, ky) mode. demonstrated good results for a compressible free shear

Figure 9, taken from [29], summarizes the time evolu- layer transition using a fifth-order ENO scheme.

tion of the principal modes for the Mach 4.5 cylinder sim- The shape factor plot suggests that the simulation
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[25] visualizations of the rope-like structures in supersonic
transition. a promising candidate.

has proceeded almost completely through the transition
process. Figure 11 presents the spatially-reconstructed 7 Large-Eddy Simulation
streamwise velocity fluctuations, as represented by the
Reynolds-stress component Ttl = -;u'u', from a Mach In large-eddy simulation the small scales of the flow are
6.8 cone simulation [29]. These exhibit the so-called "pre- modeled in terms of the large-scale flow. The Reynolds-
cursor transition effect", sketched in the cartoon in the top averaged Navier-Stokes equations, in contrast, model the
part of the figure, whereby the transition originates near higher-order moments in terms of the lower-order mo-
the boundary-layer edge and gradually propagates toward ments. In LES the flow variables are decomposed into
the wall. This same effect is present in the DNS. Flow- a large-scale (resolvable) component and a small-scale
field visualizations presented in Fig. 12 demonstrate the (subgrid-scale) component. LES was originally developed
presence in the Mach 4.5 cylinder DNS of the "rope-like for turbulent flow (see [34] for a survey of the state-of-
structures" that have been observed in numerous experi- the-art in LES), and, at least with the more established
ments ([31],[32], [33]). One of the more significant conclu- subgrid-scale (SGS) models, some refinements have proven
sions of [29] was that the rope-like structures are actually necessary to handle transitional flow properly. In the tran-
manifestations of SIT and not LST, as had long been sus- sitional case one not only wants to have a model which
pected. works well for the final turbulent state, but also one which

A last sample of results from this DNS is presented in captures the primary, secondary• and nonlinear stages cor-
Fig. 13. It illustrates the evolution of the turbulent kinetic rectly (without, for example, exerting excessive damping
energy, k, and the turbulent dissipation, e, through the of the instability waves), predicts well the location of tran-
transition region. This kind of information, supplemented sition onset, and makes good predictions from transition
by detailed information on the key terms in the evolution onset through the transitional zone to the fully turbulent
equations for these quantities, has the potential to lead to state. Piomelli and co-workers ([35], [36], [37], [38]) have
substantial improvements in two-equation models for tran- led the effort to utilize DNS of transition to calibrate and
sitional flow. However, DNS (particularly spatial DNS) is refine SGS models for this process. This work has to date
so computationally intensive that a less drastic, but still been confined to incompressible flow. In this section we
effective, tool for exploring the later stages of transition describe some recent developments for compressible tran-
would be quite desirable. The following section describes sition modeling via LES.
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The large-scale field is defined by the filtering operation: Ski = (Ofii./Oxi + Oai1Oxk)/2 is the Favre-filtered rate-
of-strain tensor and IIg = S,,nn, is its second invariant.

F(x) = IG(x, x')Y(x')[x', (9) CR is the compressible Smagorinsky constant, PrT is the
J turbulent Prandtl number, and A = (AzAyAz) 1 /3 . The

where the integral is extended over the entire spatial do- function r is an intermittency-like term that turns itself

main and G = G1G2G 3 , where "i(x,) is the filter func- on slowly in the transitional zone [35]. Eq. (13) represents

tion in the ith direction. For the velocity and tempera- a Van Driest wall damping and z+ indicates a wall-normal

ture, Favre filtering is utilized: Y = f + P", where P distance made dimensionless by the wall shear velocity and

is the SGS part of Y and the Favre filter is defined by kinematic viscosity.

F" = TF/•. The sharp Fourier cutoff filter is chosen for The second1 SGS model considered here is the structure
this work because of previous experience with this filter in function model [43], which is based on a physical space
LES of incompressible transition ([35]). implementation of the concept of spectral eddy viscosity.

The dimensionless governing equations for compressible Some results for this model have been reported for a spa-

LES are tial LES of a Mach 5 boundary layer [41]. The structure
OP + 0(ik) function model is of the following form for the SGS shear
OW 9 -0 stress and heat flux:

0(5iik) 19(Piikal) _ O-P 00-ki + 07-- + T_ + -
Ot + x OXk OXI OXg

Pp - Op Oii 1 O-q =k c.Rvr pAXVF 2 (X,AX, 1Y,t0) (9x 4~1

- L OZk OXZk = MTPrRe (.jk (14)

+ 1+ MY 0 + (y -1)n9Qk O ( - 1

SVCR T, (x, AxAy, -, (15)
7 M =pT (10) Qk= PrT Y

The SGS stress tensor .ki and theSGS heat flux Qk are

defined by ri = -P(i• - fi+ i i1+ u ý, + kuu) and

Qk = -- (iikT - U• + ukT + UkT' + uT'). F2 = ¼ (IXu~r + AX, y, z, t) - u(X, y, z, t)1t2

There have been a number of SGS models proposed for + IIu(X, y, z, t) - u(z - AX, y, z, t)112

compressible LES ([39],[40], [41],[42]). Two of these mod-
els have been applied to the Mach 4.5 transition problem + y
discussed in the preceeding section. + IIu(z, y, Z, t) - u(z, y - Ay, z, t)112)) . (16)

The first SGS model considered is the SEZHu model
derived by Speziale et al. [40] for compressible isotropic Although neither Van Driest wall damping nor the inter-

turbulence. This model has been chosen because there mittency term were in the structure function model as
are now available some extensive a posterior comparisons used in [41], they were added here as they seem to furnish

of its performance on compressible, isotropic turbulence better results.
([44], [45]). Following the work of Piomelli et al. [46], only The structure-function SGS model was tested a poste-
the Smagorinsky portion of the SEZHu model is used with riori both with and without the "intermittency" function,
the Fourier cutoff filter. (This filter is applied in z and y; and a comparison is given in Fig. 14 for the primary and

no filtering is applied in the inhomogeneous z direction.) secondary components. (In the latter case r = 1.) The
Hence, the SGS stress model is of the form coefficients for these runs were CR = 0.06, which is the

value recommended in [41], and PrT = 0.70. The LES
rki = 2 CQRDr;5A2 111/2 (S - ";Smm6kl , (11) used 10' grid points, two orders of magnitude fewer than

the DNS. The original structure function model is clearly

and the SGS heat flux is given by far too dissipative in the early stages, whereas the modi-
fied model agrees very well with the high-resolution DNS.

Q CRvra 2 11/ 2 OT (12 In this respect these results are similar to those reported

T= P " k ''1 in [35] for the original and modified Smagorinsky model

where when applied to incompressible transition. The integral

V= /2 properties are in quite good agreement with those of the
= (1- e-+/2), (13) high-resolution DNS up to T = 55; they are summarized

10
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in Figure 15. Note that the computation reaches the fully pressible flow, the role of the SGS viscosity needs clarifi-

turbulent regime. cation: To what extent is it furnishing artificial viscosity
rather than serving its intended purpose of modeling the

For the SEZHu model the nominal coefficient is CR = physics?
0.011 [44]. However, on the same grid as was used for
the previous LES computations this had to be increased
to CR = 0.50 in order to compute all the way through 8 Prospects
to turbulence. The reason for this is not entirely cleer at
present. It might be that the larger value of the Smagorin-
sky constant serves to provide artificial viscosity needed to
stabilize the computation, or it might be due to the much The past several years have witnessed many exciting de-
smaller length scales involved in second mode transition. velopments in transition research, particularly for com-
The later stages of the DNS suggest that for the turbulent pressible flow, that make an absolute amplitude criterion
state the computational box, in wall units, was 240 in z for prediction of transition onset a tantalizing prospect.
and 150 in y, as opposed to typical values from incom- Many of the components of such a methodology have been
pressible flow of 2000 and 1000, respectively, discussed in this paper. LST technology is virtually com-

Kral & Zang [47] have performed some LES of a Mach plete for real configurations. SIT is likely to be absorbed
4.5 turbulent boundary layer with computational domains within PSE. The scope of PSE needs to be vastly increased
closer to the standard incompressible sizes. Here they and it would greatly benefit from a firmer mathemati-
found that reasonable results could be obtained with the cal foundation. DNS will no doubt undergo algorithmicconstants CR closer to the accepted incompressible values, improvements and take advantage of increased computa-
It appears that application of the dynamic eddy viscosity tional power. LES will likely evolve through several ges-
concept [371 to this problem would be quite fruitful. erations of SGS model improvements.

The potential of LES for transition is that it permits The philosophy, not only for transition prediction, but
computations through the transitional zone at an order of also for basic research into transition physics, ought to be
mtgnitude or more lesser expense than for DNS. A discus- to apply to each stage of transition or to each physical
sion of what sort of information can be reliably provided problem the most economical and revealing method in the
by LES and DNS is given in (48]. For incompressible flow, transition prediction toolkit.
demonstrations are needed for spatial transition; for com-
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Abstract

The accurate prediction of laminar/turbulent for temporal amplification (a being the temporal
transition is one of the fundamental problems in amplification rate). Varying the Reynolds number,
engineering fluid mechanics. There is almost the amplification rate of this resonance point
unanimous consent that such a transition criterion changes from being damped (a < 0) to being ampli-
should come from stability theory. Linear primary fied (a > 0). The Reynolds number corresponding to
stability theory describes the initial stage of the cross-over point appears to be related to the
transition, but falls short of predicting transi- experimentally observed transition Reynolds number
tion. Only in conjunction with empirical correla- in a low-disturbance flow. Therefore, this reson-
tions, the widely used en method is obtained, ance would not only explain the explosive start of
which, however, lacks a solid physical base. transition but also a physically satisfactory cri-
Three-dimensional secondary instabilities are known terion for transition prediction without recourse
to play in important role in the transition pro- to empirically determined constants.
cess. However, no use has been made so far of
secondary instabilities, instability interactions On the other hand, for three-dimensional bound-
or wave resonances to define a 'transition ary layers, the dominating role of crossflow vor-
location.' tices is well-known. Nevertheless. very little is

known about their interaction with fluctuations
The paper summarizes new attempts to identify giving rise to spatial distributions of their rms-

certain interaction and resonance phenomena within values. Such theoretical investigations of pos-
the laminar-turbulent transition regime in two- sible secondary instabilities of a three-dimen-
and three-dimensional boundary layers which are sional boundary layer accompany a basic transition
associated with rapid structural and temporal experiment, which is being performed at the DLR in
changes of fluctuations beyond their exponential G6ttingen. Primary stationary and secondary non-
growths. stationary disturbances are used to model the mean

flow and the fluctuations of a measured (quasi-)
At first, a numerical bifurcation analysis for saturation state. The analysis Is based on a

Blasius boundary-layer flow on a flat plate will Falkner-Skan-Cooke approximation of the undisturbed
be presented. Using the parallel-flow approxima- flow. A secondary stability approach selects the
tion, two-dimensional, wave-like finite amplitude proper waves amongst the spectrum of amplified
solutions have been computed. This resulted in the disturbances in order to model the dominating
neutral surface of two-dimensional nonlinear interactions. Good agreement of the secondary
Tollmien-Schlichting waves. The computation of stability model with this experiment is obtained.
three-dimensional secondary instabilities for this especially concerning the spatial distribution of
two-dimensional neutral surface led to an exciting the nms fluctuation. However, so far a striking
discovery: a direct 1:1 internal resonance between change of the vortex pattern due to secondary
amplified, phase-locked secondary instability modes instability has not been observed for three-
is possible. This implies a t # exp(at) behavior dimensional boundary layers.
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Abstract between the eigenvalues a, , u and R. To predict
transition for example, in spatial amplification

The en-method is employed with the spatial theory, w and R are prescribed, so two now rela-
amplification theory to compute the onset of tran- tions between a and 0 are required before the solu-
sition on a swept wing tested in transonic cryo- tion of the linear stability equations can be
genic flow conditions. Two separate eigenvalue obtained.
formulations are used. One uses the saddle-point
method and the other assumes that the-amplification To date, most problems of the three-dimensional
vector is normal to the leading edge. Comparisons transition problems employing linear stability
of calculated results with experimental data show theory have been treated by using the tmporal
that both formulations give similar results and theory. When R and w are specified, the values-ig
indicate that the wall temperature has a rather * and w are not unique, since they both are func-
strong effect on tne value of the n factor. tions of is - &(A) and wI - w1(P)]. A possible

solution is to determine the wave number direction
1. Introduction * a tan-1 (0/&) for which wj is maximum and inte-

grate wi along the group velocity direction accord-
In the absence of leading-edge contamination ing to Gaster's transformation-. This 'envelope

and G6rtler instability, it is well known that method" is one of the approaches used in the COSAL
transition on swept wings may occur either due to code developed by Malik.'
streamwise instability (related to the properties
of the streanwise velocity profile u) or cross- In spatial theory, the introduction of an addi-
flow instability (related to the properties of the tional scalar in the dispersion relation makes the
cross-flow velocity profile w). Since the problem more difficult: the amplification rate vec-
u-profiles look like Falkner-Skan profiles, the tor A is no longer a scalar; it is a function of
streanwise instability is similar to that of a both at and Si. As a result, a new relation is
two-dimensional flow and leads to turbulence in needed in the eigenvalue formulation.
flows with positive pressure gradient. On the
other hand, the development of a cross-flow pro- In this paper we consider two completely dif-
file is characterized by an inflectional instabil- ferent eigenvalue formulations and compare their
ity that can induce transition in flows with a predictions with measurements. The first formula-
negative pressure gradient. tion is based on the wave packet theory (saddle-

point method) and the second is based in the as-
In order to design new aircraft wings, one must sumption that the amplification vector A is normal

be able to predict transition on swept wings. The to the wing leading edge. The experimental data
most popular method for predicting transition is correspond to measurements obtained at ONERA/CERT
the en-mothod, which was initially developed for for a transonic swept wing. The tests have been
two-dimensional flowslo. This method is based conducted in a cryogenic wind tunnel at very low
on the solution of the Orr-Souuerfeld equation stagnation temperatures.
using either temporal or spatial amplification
theory. In either approach the integrated ampli- The following section describes the calcula-
fication rates A/A0 of the unstable frequencies tion method employing both eigenvalue formulations.
are determined, and transition is computed on the Results are presented in the third section and the
assumption that it occurs when the ratio A/A of predictions of both methods are compared with ma-
the locally most unstable wave reaches a crittcal surements. The paper ends with a summary of the
value tn, with n between 8 and 10 for a low dis- pore important conclusions.
turbance environment.

2.0 Description of the Cemutational Jiethods
In the extension of this method to three-

dimensional flows, both temporal and spatial The compressible stability equations and their
amplification theories can again be used. In the boundary conditions are well known and are given
former case, the elgenvalue problem involves five in several references, see for example Ref. 4.
scalars a,. 0, wr, m and R and in the latter case With the parallel flow approximation, they can be
it involves six scalars s., it. r.r Pit u and R. written in the following dimensionless form:
In both approaches, the solution procedure is con-
siderably more difficult than its counterpart in Continuity:
two-dimensional flows because the nontrivial solu-
tion of the linear stability equations in three- -(ou Ow- W);. ftd+, (*. + )] + 9 -0
dimensional flows provides only two relations dy dy

(1)
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"*Research engineer
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z-Nomentum The above equations can be expressed as a first-

S dw du order system by defining the following new vari-
pti(rau +5w - 4)(aw - OU) + (a dy - 0 dy)v] ables with primes denoting differentiation with

respect to y.
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dyR - y2 -2 u
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In terms of these new variables, Eqs. (1) to (6),
*(dT d-T * d2d T y d)(. - y)] (3) for a three-dimensional compressible flow can be

d~y dT~d ddy written as
11T. -ez()

y-Nomentum where z (z T and 8 is a x 0

coefficient Iiatrlx define 1 by
,. + Osw - w);.- + IL. 2

24w v dy 2  0 1 0 0 0 0 0 0
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+I L 91 [9 + i(,_u + 0w)]) (4) with its nonzero eleonts given in Appendix 1.
3 dT - dy dy
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The solution of Eq. (8) subject to the boundary and is described in some detail in Ref. 7. In this
conditions given by method the relationship between the two wave num-

bers a and 0 is not assumed but computed from the
y 0. , a Z 3 .Z 5 . 0 requirement that "/aS is real. According to this

requirement, the wave orientation and growth direc-
(10) tion of the disturbance are given by

ye-, Zl, Z3, Z5, Z -0 0 tan"--1  (13)(-f)w,R " -tn - (3

can be obtained with two separate eigenvalue formu- Rx

lations as described in the following two subsec- where y denotes the angle that the disturbance
tions, 2.1 and 2.2. makes with the x-axis, a and p are related by

2.1 Eenvalue Foruliation Based on the Direction Eq. (13) and the disturbance propagating along the
of the olrficatlon Vector (O nRACeRT Meth io) ray is given by the two terms on the right-hand

side of Eq. (13). The disturbances are damped if

The basic as luption of this method, first the amplification rate r defined by

proposed by Mack,. is that on a wing with x and r i - k) (14)
z denoting the coordinates normal to the leading ao w.R
edge and spanwise direction, amplifIcation only
occurs in the x-direction and not in the spanwise is 0 0, neutral if r 0 0, and amplified if r < 0.
direction; that is, Once a and 0 are computed with the constraints of

Eq. (13), the amplification rate is obtained from
Pi a 0 (11) Eq. (14); additional calculations are then made for

different values of as/80 so that new values of a
Th's assumption, formulated for an infinite swept and p are calculated to determine the maximum value
wing, reduces the rimber of unknown elgenvalues in of r. Further details of the solution procedure
the spatial theory from six to five. With w and are given in Ref. 8.
R given in the transition prediction problem, the
unknown elgenvalues correspond to z1, Or and Pr. 3.0 Results and Discussion
For an assumed Pr, the wave number a is then calcu-
lated so that the amplification rate ai can be 3.1 Experimental Conditions
determined. Additional calculations are then per-
formed for different values of Pr in order to The experimental data used in our studies cor-
determine the maximum amplification rate. This respond to laminar flow on a 1S-degree swept
procedure, as in the saddle-point method. is tapered wing. The chord is 0.228m at the root and
repeated for each x-station and the n-factor in 0.145a at the tip. The wing has a span of 0.39m
the en-method is calculated from with an AS409 cross-section and a trailing-edge

x sweep angle of three degrees. The height of the

n I - &i) x (12) hollows on the wing is less than 0.05 m (from
(X () peak to valley) for a chordwise extent of about 2

x0 cm. In order to avoid the need to perform full

three-dimensional stability/transition calcula-
for different specified frequencies. Here xo tions, the measurements discussed in Ref. 9 and
corresponds to the x-station where the stability summarized in Ref. 10, were carried out under
calculations are initiated. Transition is assumed infinite swept conditions with the wing having a
to occur for the frequency for which the locally mean sweep angle of 12 degrees at an angle of
most unstable disturbance reaches a value of n attack of 0.3 degrees. The computations were made
between 8 and 10. at a mean chord of 0.186.

2.2 Eioenvalue Formulation Based on the Saddle- Figure 1 shows the Mach number distributions
Point Method (CSC Nothod] measured at different Reynolds numbers for a free-

stream Mach number of 0.74 at two stagnation pres-
The Cebeci-Stowartson-Chen (CSC) method was sures. As can be seen,'the Mach number distribu-

first proposed and used by Cebeci and Stewartson tion has 'bumps* around x/c m 0.3 and 0.47 caused

6.0*

UPPER SURFACE UPPER SURFACE

HeLOWER SURFACE He LOWER SURFACE

(a) Xlc " (b) A/c

Fig. 1. Nach number distributions for k. - 0.74, a - 0.3, and Pi w (a) 2.0 bar, (b) 2.5 bar.
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by small hollows in the model. On the lower sur- _

face, a smooth bend around x/c a 0.20 is visible.
These discontinuities are common for all experi-
ments and their effects on transition were part of
the investigation conducted and discussed in detail 125 109
in Ref. 10. n,0x a

Figure 2 shows the variation of the experi- Cd /I

mental wall temperature distributions along the Cd s
chord. Each distribution is referenced to its I - e____aOs

temperature, T1 v, measured at the first thermo-* - 6&
couple in the flow direction. The maximum relative ' _---,_ _

difference between the wall and freestream temper- '
ature is 5 degrees, which indicates that the influ-
ence of a nonadiabatic wall on transition must be
considered. This includes the relative undulation 21

as well as the absolute wall temperature. Rc (millions)

Figure 3 shows the variation of the drag coef-
ficient with Reynolds numbers at three stagnation Fig. 3. Variation of the drag coefficient Cd with
pressures and several stagnation temperatures. stagnation temperature Ti and pressure Pi as a
Since the drag coefficient increases significantly function of Reynolds numbu. Rc.
for a turbulent boundary layer, It can be used as
an indicator of transition. The evolution of Cd
was measured in the cryogenic, transonic wind tun- Additional studies are in progress for run 60,
nel, T2, at ONERA/CERT for different stagnation which has a stagnation temperature of 134K, and a
pressures (1.7 to 2.5 bars) and different stagna- stagnation pressure of 2.0 bar. These studies will
tion temperatures (between 165 and 109K). The val- be reported separately.
ues of Cd were obtained from wake measurements. Figure 4 shows the experimental transition

In the present study we consider two runs cor- locations for runs 42 and 60. The location of
responding to 42 and 79, with Run 42 having a transition was determined from the change of the
stagnation temperature of 145K and a stagnation wall temperature measured by thermocouples, along
pressure of 2.0 bar. The influence of higher temp- the chord, resulting from the different heat
erature at a higher pressure is examined with run fluxes for laminar and turbulent flow. For run
79, which has a stagnation temperature of 165K and 79, the location of transition was assumed to be
a stagnation pressure of 2.5 bar. In both cases the same as that of run 42 because of the similar
we calculate only the upper surface of the wing. drag coefficient and Reynolds number (Fig. 3).

10 10

UPPER SURFACE UPPER SURFACE

5~5-

..................... "•

-5- -L

-10. xc e 3 -10 !x/cNx e

10 I I I is .S It.* 10 I M ." " ."

LOWER SURFACE LOWER SURFACE5, 5

Tw'Tiv Tw'Tiv

•.5 -5

- * i d x/c - 4 x/c -

(a) (b)

Fig. 2. Difference between the wall and freestream temperature, N.,, 0.74, . , 0.3, Pt - (a) 2.0 bar,
(b) 2.5 bar.
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Fig. 4. Transition locations for runs 42 and 60, S

(a) upper surface, (b) lower surface. o:o X/c

(b)
3.2 Calculations with the OWERA/CERT Method

A detailed discussion of the calculations for
the experimental work described in the previous
subsection is presented in Ref. 10. In this -
subsection we present results for runs 42 and 79
for Mach number distributions containing "bumps,
around x/c a 0.3 and 0.47 caused by small
hollows in the model and compare them with the
calculations employing the CSUL8 method in subsec-
tion 3.3. Studies are in progress for Mach number
distributions without bumps and will be reported
separately.

The boundary-layer and stability calculations
for run 42 were performed for an adiabatic wall
and specified wall temperature distributions at a
Reynolds number of 12.8 x 106. Figure 5 shows I
the predictions of the OWERA/CERT method for the k-,- Sb

adiabatic wall case together with the measured Mach
number distribution (Fig. SU) used In the boundary-
layer calculations for a stagnation temperature of 0
145K and a stagnation pressure of 2.0 bar. Accord- (C) o.o 0.41 x/c o.8
lag to Fig. 4, the location of transition corres-
ponds to x/c a 0.47. Fig. S. Distributions of (a) RKih nembr, (b)

cmputed n factors, and (c) the most unstable
The calculated n-factors shown in Fin Sb were direction % of the disturbances for the adia-

obtained for seven frequencies which can be batic wall temperature distribution in Run 42 for
classified in three groups: (1) the high ones from the upper surface.
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15 to 30 kHz, (2) the range from 9 to 15 kHz, and 148. - -

(3) the low ones from 2 to 9 kHz. Beginning with
high frequencies, the calculations indicate rather -IPWWWi
strong undulations of n and of the wave directions 144-

07 (Fig. 5c) along the chord. The undulations
n increase with frequency and show a strong

dependence on the pressure gradient. Excluding
the region of high rise of Me (x/c a 0 to 0.06, 1"
the following mechanism can be observed. A rela-
tive low pressure gradient has a stabilizing T (OK)

effect, whereas a higher, even positive pressure

gradient is destabilizing. This effect becomes

more and more distinct with increasing x/c. Look-
ing, for example, at the n-curve with frequency
30770 Hz, we can see that the relative low pressure 140
gradient between x/c = 0.06 and 0.2 leads to an
almost constant n. The increase of dp/dx between
0.2 and 0.3 leads to a strong rise of n. The
steeper Mach number distribution frbm x/c m 0.3 oo 0.2 0,4 0,1 .
to 0.41 leads to a ,estabilization. The process X/ C

is repeated as the pressure gradient chan4es again
significantly at x/c = 0.41 and 0.47. Fig. 7. Comparison of measured and adiabatic wall

temperature distributions along x/c.
Figure 6 shows the variation of the computed n

values obtained for seven frequencies at the mea-
sured transition location of x/c - 0.47. The max- -

imum value of n is around 4.8 for a frequency of
approximately 25 kHz. The computed value of n for
transition is much lower than the value of n for
this cryogenic wind tunnel T2 of CERT which has a a.
freestream turbulence level of about 0.2% and a
transition value of n between 7 and 8 based on
experiments performed at ambient flow conditions. In

4-

S 2-

n-I SI " - -I

)0.0 0.1 0.2 0.3 0.4 0.5 0.1 0.7(a) i/c

' -li---I-
27 1urn non ee 40

FREQUENCY (Hz)

Fig. 6. Variation of n as a function of frequency so
at the transition point x/c - 0.47.

To investigate the influence of wall temper- 4
ature on the stability calculations, the following
studies were conducted for specified wall temper-
ature distributions. Figure 7 shows that the
experimental wall temperature is higher than the 206430 H
adiabatic wall temperature and varies more along 6
the chord. Since a higher wall temperature makes
the boundary layer more unstable, it is plausible
to assume that the stability calculations will 0 .
yield higher values of n than those corresponding (b) X/C
to adiabatic wall temperatures.

Fig. 8. Distributions of (a) computed n factors
Figure 8 shows the computed results for the and (b) the most unstable direction * of the

sam two high and low frequencies studies previ- disturbances for the experimental wall temperature
ously. The characteristic shape of the curves has distribution in run 42.
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Fig. 9. Comparison of n-factor distributions for adiabatic and experimental wall temperature distribu-
tions in run 42. (a) high frequency case, (&b) low frequency case.

S• 1.24389 Hz

so 1.24389 Hz. emp Tw

70 A

60 __ _

so " Iu
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(a) 0.0 0.2 0.4 x/c 0.6 0.3 (b) . . -
0.0 0.2 0.4 X/C 0.8 0.$

Fig. 10. Comparison of #m distributions for adiabatic and experimental wall temperature
distributions in run 42. (a) high frequency case. (b) low frequency case.

not changed and the previously discussed mechanisms I I I I I
for the adiabatic wall temperature calculations are &M.MHI

still valid. However, in direct comparison with 1.aa es
the adiabatic case, it can be observed that the - hz
results with high frequency (Fig. 9a) show a 6

remarkably higher n distribution for x/c greater n - -I- 3Hz

than 0.17 for the case of the experimental temper- n It
ature distribution while the n curves for the lower W W
frequencies are almost similar (see Fig. 9b). The • •
* distributions for either case (see Fig. 10)
show that the most unstable directions are inde-
pendent of the wall temperature.

Figures 11 to 13 show the results for run 79
at a chord Reynolds number of 13.4 x 106. This
case essentially has the same drag coefficient and
Reynolds number as run 42. For this reason we
assume the location of transition to be at x/c a • m.. i

0.47. 0.0 0.1 0.2 0.3 x/c0.4 0.5 0.0 0.7

Figure 11 shows the calculated n-factor dis- Fig. 11. Distribution of computed n factors for
tribution for an adiabatic wall temperature dis- adiabatic wall conditions in run 79.
tribution and Fig. 12 shows the comparison of the
n-factor distributions for adiabatic and experi- 42, the measured wall temperatures lead to higher
mental wall temperature distributions. As shown values of n than those obtained with adiabatic wall
in Fig. 13, the temperature differences between conditions. It can also be seen that, while the
adiabatic and measured wall temperatures for this value of n at transition location, x/c w 0.47, is
run is weaker than for run 42. As a result, the slightly over 7 for calculations performed with a
distribution of n factors for both cases do not measured wall temperature distribution, it is
differ much from each other although, as in run around 6.3 for adiabatic wall cqnditions.
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wing. Similar detailed calculations have also been
performed for the same runs, including run 60.
using the CSC method described in subsection 2.2
and will be reported separately. In this subsec-

6 tion we shall present a summary of the predictions
of the saddle-point method of Cebeci and Stewartson

n for the same runs, 42 and 79, by showing the dis-
tribution of n factors at several frequencies. We

4 shall also present and discuss the procedure of
determining the frequencies used in the calculation
of amplification rates, which is different than any
other method which employs a combination of linear
stability theory and en-method to predict tran-
sition. In fact, the studies conducted with this

S624MO 3 method for incompressible flows on wings and bodies
--- 6.24U9HLmpTw of revolution and recent studies in compressible

- I I I I flows over modern transport and military wings show
0.0 0.2 0.4 x/C 0.6 0.3 that the calculation of the critical frequencies

is the most important aspect of the transition pre-
diction procedure using stability theory. The

Fig. 12. Comparison of computed n factors for adi- critical frequencies originate in a very narrow
abatic and measured wall temperature distributions regions and require care and patience to compute
in run 79. their magnitudes and locations.

166 The frequencies needed in transition calcula-
tions are computed from zarfs recommended by Cebeci

Se*Pa"."ud and Stewartson.7 They essentially correspond to
165c neutral stability curves in three-dimensional flows

"and have the following properties,

1 t 0 A% . real (15)

163' In the saddle-point method, for given velocity
K profiles obtained with the infinite-swept boundary-

162- layer method of Cebeci, the stability calculations
begin on the zarf where, with R known and at, Pt
zero, the elgenvalue problem consists of calculat-

161 Ing Or, Or and w with the requirement given by Eq.
(13). With the etgenvalues and disturbance angle

ISO •y of the zarf known at a specified x/c-location
and with dimensional frequency specified, the calc-
ulations at the following x/c-station are performed

1 - to obtain a and p again with the requirement that
0.0 0.2 0.4 x/c 0.6 0.3 ae/aO is real. This elgenvalue procedure is then

repeated for different values of ai/ap or y to find
Fig. 13. Difference of real and adiabatic wall the value of y for which r Is maximum at each x/c-
temperature distributions along x/c. station. This process is repeated for each x/c-

station, and n is calculated by evaluating the

We note from the above results that near the integral

leading edge (x/c < 0.10), all the unstable fre- x
quencies are of the crossflow type. Further down- n - J rdx (16)

stream, the most unstable direction of the high x0
frequencies decreases, leading to a more or less
streamwise instability. It is interesting to note
that this streanwise instability is very sensitive Figure 14 shows the zarfs for run 42 for an

to small Mach number variations (hollows) as well adiabatic wall and measured wall temperature dis-

as to the wall temperature. By contrast, the most tributions. As can be seen, the frequencies orig-

unstable direction of the low frequencies remains inate at nearly the same location (on a vertical

close to 900: they correspond to a crossflow insta- line) and vary drastically one from another. Their

bility which does not "see" the hollows (the evolu- calculation requires care and patience. A paper in

tion of the n-factor is monotonic). This instabil- preparation will discuss our procedure for generat-

ity is also not sensitive to the wall temperature ing them.
variations. This is due to the fact that it is an
"inflectional" instability governed by an inflec- Figure 15 shows the computed n factors for the

tion point located near the outer edge of the zarfs of Fig. 14. The results show that for adi-

boundary layer. abatic wall conditions, the maximum value of n for
experimental transition location is ,ound 6.3; the

3.3 Calculations with the CSC Method corresponding value for the measured wall temper-
ature Is 7.3. What is more important, however, is

A detailed description of the stability calcu- the fact that in the latter case, the computed
lations for runs 42 and 79 are given in the previ- transition location agrees very well with the

ous section for the upper surface of the AS 409 obser-ed location considering that the n-value for
transition in this tunnel lies between 7 and 8.

8
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Fig. 14. Zarfs for run 42 for (a) adiabatic and (b) measured wall temperature distributions.
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Fig. 15. Computed n-factors for run 42 for (a) adiabatic and (b) measured wall temperature distributions.

Figure 16 shows the zarfs for run 79 with wall in Fig. 17 under adiabatic and measured wall temp-
conditions corresponding to adiabatic temperature erature conditions. For this flow, the n-value is
and Fig. 17 shows a comparison between the zarfs much higher than those in run 42. For an adia-
obtained under adiabatic and measured wall temper- batic wall, it reaches a maximum value of around 8
ature conditions. Again the steep rise in frequen- and a value of around 9 for the measured wall temp-
cdes at almost one x/c-location is noted. The zarf erature case. If we take the n value to be 7.5, a
calculations were performed for a very fine x/c- mid-n value of the expected n-value range for this
grid, since most of the frequencies tart their wind tunnel, then transition occurs at x/c a 0.46
amplification in an interval of 1 / 10 0 0tN of chord for adiabatic wall conditions and x/c , 0.47 for
around 0.015. Figure 16 also shows zarfs away from measured wall temperature conditions. This com-
the leading edge. These zarfs have low values of pares well with inferred transition location of
Or around 10-'. occur in an almost zero pressure x/c a 0.47.
gradient region and do not lead to amplification
rates that grow significantly. Figures 19 and 20 show a comparison between the

calculated n-factors obtained with both methods,
Figure 18 shows the computed n factors for run with results of CSC corresponding only to the

79 with stability calculations performed for zarfs disturbance that leads to transition. As can be

9
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Fig. 16. Zarf s for run 79 for adiabatic wall Fig. 17. Comparison between zarfs of run 79 for
temperature distribution. adiabatic and © measured wall temperature
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Fig. 18. Computed n-factors for run 79 for (a) adiabatic and (b) measured wall temperature distributions.
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Fig. 19. Comparison between the predictions of CSC (denoted by circles 0) and OWERA/CERT methods for (a)
adiabatic, and (b) measured wall temperature distributions in run 42.

seen. for rn/c around 0.45. the calculations with 4.0 Cancludlna Amlmrks
the CSC method indicate higher values of the
n-factor. The calculations with the ONERA/CERT Based on the studies reported here and in Ref 5.
method correlate the data with a between 6.5 and 7 9 and 10. the following two colliimants can be made.
while those of CSC with n between 7 and 8. First. rather crude assumptions have been made in

10
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Fig. 20. Comparisons between the predictions of CSC (denoted by circles 0) and ONERA/CERT methods for (a)
abiabatic, and (b) measured wall temperature distributions in run 79.
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A tract mass tr er. The Pilos of this paper is to build upon
the work of W m etaing advantage of recent Direct

This paper demonstrates how well the k-(a turbulence Numerical Simulation (DNS) results in developng appro-
model describes the nonlinear growth of flow instabilities priate viscous modifications for the Wil7x7 k-c modeL
from laminar flow into the turbulent flow regime. Viscous The scope of this paper is confined to incompressible flows.
modifications are proposed for the k-si model that yield
close agreement with measurements and with Direct For incompressible turbulent fluid flow, the complete set
Numerical Simulation results for channel and pipe flow. of eqaton that constitute the Wilcox k- woeuto
These modifications permit prediction of subtle sublayer are as follows.
details such as maximum dissipation at the surface, k % y2
asy - 0, and the sharp peak value of k near the surface.
With two transton specific closure coefficients, the model Cuj
equations accurately prdct transition for an incompressi- -- 0()
ble flat-plate bounary Zlar. The analysis also shows why 8x,
the k-e model is so difficult to use for predicting transition.

a xpj + ( pu u) L [-p6j + tj(2)
L ntoucio t x 8 xj

There has been renewed interest in development of a a +u,
methods for predicting boundary-layer transition. Current (pk) + --- wk
interest in vehicles such as the National Aerospace Plane 8t ( ) (M#) = r8i-- 8
(NASP), for example, provides the imnpetus for developing 0
accurate transition prediction tools. Furthermore, because + - [(.+GP)
hypersonic boundary layers rarely achieve momentum- axl x3)
thickness Reynolds numbers large enough to sustain fully-
deveoed turb'le.e, even o pst-u-transtiOn region a a 8u _
g9 y exhibits nontrivial viscous effects. Consequently, (Pw) + - ( - __w
accurate low-Reynolds-number turbulence models are also T$ r -I

needed. aw

The standard approach is to view development of a jx(
transition model and a low-Reynolds-number turbulence
model as two separate issues. The strongest argument in
favor of this approach is simply that all spectral effects are tij = + rj (5)
lost in the tmne-averaging process used by turbulence 24 +

models. Tollmien-Schlichting waves, for example. cannot 2
be distinguished by a turbulence-modeL Since a given rij = 2#Tij- jk,6j (6)
boundary layer is unstable to perturbations that fail in a
specific range of frequencies, conventional turbulence
models, which distinguish only magnitude and an avera-e. a*pk/ (7)
frequency, can never be certain if a given perturbation will
actually came transition. However, if we implement two 1 [uM au÷
separate models. one for the transition re gon and another -s- =
forp thedeveloping turbulent rioachieving a smooth ax, a;x
joining of the two models' prediction presents an addition-
al complication.

TIn Equations (1-8), t is time, , is position vector, t•is
This complication can be avoided if we view both velocity, P is denst, p is pressure, i s molecular viscosity,

as low-Reynolds-number phenomena that can be addressed and t, is the sum of molecular and Reynolds stress tensors.
in the context of a single modeL The strongest argument Also,ijj is the Kronecker delta, k is the turbulence kinetic
for this approach is that we can use the same model to energy, c is specific dissipation rate. rT1 is Reynolds stress
describe smooth ransition from laminar to fully turbulent tensor, and pr is eddy viscosity. The si parameters a. a*,
flow. indudin4 the transitional region. This approach is , $*, a and e are closure coefficients whose values are
Chasible provided we restrict our applications to broad- given below.

ad t- disturbances.

The research of Wilcox, et al'4, rovides a great deal of as a.* + Rer/l(9)
support for the latter arc Usin a k-6 turbulence I + ReT/NP9
model and lian-spiiic, Iow-Reynolds-number modi-icdenuf Wilcox simulatd boudary-layer transition for a 5 a. +ReT/Rk.0
Wide range of Macu niumbersnilud ins -rsmuVdient. a * - + Re, .(
surface rougliess surfacie heaming and 9oli ac + ReT/R



9 5/18 + (ReT/RB) 4  (1au) ayl .-• "~~ ~ 1 l ) P k -= - - 1(22)
100 1 + (ReT/R) 4  • " W

(,2) P~ aa* CIu/ Cly

S=3/40, a = a= 1/2 ( p -) (23)

a,*= /3, a, = 1/10 (13) There are two important observations worthy of mention
at this poin. First, if the turbulence energy is zero. Equa-
tion (2f) has a well-behaved solution. That is, when k = 0.

R = 8 , Rk = 6 , R. = 2.7 (14) the eddy viscosity vanishes and the ca equation uncouples
from the k equation. Consequently, the k-w model has a

where ReT is turbulence Reynolds number defined by nontrivial laminar-flow solution for ". Second, the signs of
Pk and PQ) determine whether k and ca are amplified or re-

ReT = pk/(caA) (15) duced in magnitude. However. it is not obvious by inspec-
tion of Equations (22) and (23) how the signs of these terms

Section IU explains in detail how the turbulence model vary with Reynolds number as we move from the plate
simulates transition. and justifies the form of the viscous leading edge to points downstream. We can make the
modifications. Section Ill explains why the most popular variation obvious by rewriting Equations (22) and (23) in
low-Reynolds-number k-e models are unsuitable for pre- terms of the Blasius transformation.
dicting transition. Section IV demonstrates how well the
model performs for low-Reynolds-number channel flow Before we introduce the Blasius transformation, we must
and for pipe flow. Section V includes transition predictions determine the appropriate scaling for " To do this, we
for an incompressible flat-plate boundary layer. Section VI note that close to the surface of aflat plate boundary layer.
presents a summary of and conclusions drawn from the the specific dissipation rate behaves according to7

study.
6 Y

wo-*-- as y-e 0 (24)
II. Simulating Tranplition wivth Turbulence w - y; a 0(4

n Model equas In terms of the Blasius similarity variable, %i, defined byTurbulence model equations can be used to predict

transition from laminar to turbulent flow, although most y = y/(vx/U.)½ (25)
models predict transition to turbulence at Reynolds num-
bers that are at least an order of magnitude too low. To where U. is freestream velocity, the asymptotic behavior of
understand why and how the k-wa model predicts transition, w approaching the surface is
consider the flat-plate boundary layer. For the k-&) model,
the incompressible, two-dimensional boundary-layer form 6 U. 1
of the equations for k and w is as follows. w - x, - as n -. 0 (26)

8u 8u a 8u
u - ÷ v- YT[( v) T] (16) Consequently. we conclude that the appropriate scaling for

x ay c in the Blasius boundary layer is given by

ak 8k C_1z2 8 8k U.
u + V = VT (-- ak + [(v+-'FT) ] = -W(x,-i) (27)

ax ay Ey 8y ay
(17)

where W(x,'q) is a dimensionless function to be determined

8 W 8w W W 1 8 a8w as part of the solution. Hence. if we write the velocity in

(x y -w 2 +- [+-OT) T a terms of dimensionless velocity, F(xi), iLe.

(18) u = U. F(xni) (28)

T= a*k/w (19) the net production per unit diuipation terms become

where u and v are velocity components in the streamwise a* ( aF/ cv

(x) and normal (y) directions, respectivelvis kiema.tic Pk =-Re( 0) 1 (29)
molecular viscosiyv. and VTis kinematic dy viscosity. we W

can most clearly illustrate ow the model equations predict
transition by rearranging terms in Equations (17) and (18) aa* ,8F/ ,.n
as follows. P = 7 -Re. )- (30)

8k 8k 8 .8 k
u a- + V- = PkrOwk + fy [(v+a*VT)-L] (20) Thus, both Pk and Pw increase linearly with Reynolds

Tx Ty 8y ay number, Re, From the exact laminar sohition for F(i) and
W(ij) (the x dependence vanishes for the Blasius boundary

81 W 8w 8 Cw layer], the maximum value of the ratio of 8F/'l, to W is
U.- + Pow+ . [(v+YT)=] (21) givenby

e 8F/8 n, I
The aproductn per unit dissipation for the two - (31)

equations. Pk and Pc, are defined by:



Hence, as long as the eddy viscosity remains small com- objective is to match the minmum critical Reynolds
pared to the molecular viscoity, we can specify the precise number. Reference to Equation (32) shows that we must
p ints where Pk and Pw change sign. In general. using require

uation (31). we conclude that the sign changes occur at
the following Reynolds numbers. Sn/a* -, 1 as Re7 -. 0 (35)

so A secondary objective is to achieve asymptotic consist-
(Re.)k 9 9.104 - (32) ency with the exact behavior of k and dissipation.

a *  f - A*k" approaching a solid boundary. That is, we would
like to have

(Re1)( 9 * 104 (33) k/y 2 - constant, Elk -. 2y/y 2  as y -- 0 (36)
aa*

Close to a solid boundary. Wilcox7 shows that the disspa-
With no viscous modifications. the closure coefficients a. tion and molecular diffusion terms balance in both the k

a*. A and 5" are 5/9, 1, 3/40 and 9/100, respectively. and cw equations. The very-near-wall solution for W is given
These values correspond to the limiting form of Equations by Equation (24). The solution for k is of the form
(9-14) as ReT -. •. Using these fully turbulent values, we
find (Re.)k = 8.100 and (Re,)( = 12.150. Thus, starting k/yn -- constant as y -- 0 (37)
from laminar flow at the leading edge of a flat plate, the
following sequence of events occurs. where n is given by

n - Y[1 + (1 + 2450/0)½] (38)
(1) The computation starts in a laminar region with

k = 0 in the boundary layer and a small freestream Noting that dissipation is related to k and ( by
value of k.

E = 5'k• (39)

(2) Initially, because Pk < 0 and P. < 0, dissipation of

both k and w exceeds production. Turbulence we can achieve the desired asymptotic behavior of Equa-
energy is entrained from the freestream and spreads tion (36) by requiring
through the boundary layer by molecular diffusion.
Neither k nor w is aniplified and the boundary layer 0*/6 -. 1/3 as ReT - 0 (40)
remains laminar.

Requiring this limiting behavior as ReT - 0 is sufficient to
(3) At the critical Reynolds number, Re = 8,100, achieve the desired asymptotic behavior as y - 0 since the

production catches dissipation in the t equation. eddy viscosity, and hence, Rer vanish at a solid boundary.
Downstream of x, k production exceeds k dissipa-
tion and turbulence energy is amp"fied. At some If we choose to have 0 constant for all values of ReT,
point in this process. the eddy viscosity grows rapidly Equations (34), (35) and (40) are sufficient to determine
and this corresponds to the transition point, the limiting values of a* and 00 and an upper bound for

aa" as turbulence Reynolds number bunnmes vanishingly
(4) k continues to be amplified and, beyond small. Specifically, welfind

Re, - 12.150 production catches dissipation in the w
equation. w is now amplified and continues growing aa < 8 I
until a balance between production and dissipation
is achieved in the k equation. When this balance is a* -- 0/3 as ReT -- 0 (41)
achieved, transition from laminar to turbulent flow
is complete. 0 -. 0/3

Wilcox. et al. 1 4 make the equivalent of aa" and a* in
Consistent with experimental measurements, the entire their k-w models approach the same limiting value and

proceu is very sensitive to the freestream value of k. There obtain excellent agreement with measured transition width
is also a sensitivity to the freestream value of " although for incompressible boundary layers. Numerical eTerimen-
the sensitivity is more difficult to quantify. tation with the k-w model indicates the optium choice for

Three key points are immediately obvious. Firs, k incompressible boundary layers is aa - 0.740. or

beginsgrowingat aReynoldsnumbeiof &,100. By contras., aa* -. 1/18 as ReT - 0 (42)
linear-stability theory tells us that Tollmien-Schiichting
waves begin forming in the Blasius boundary layer at a Equations (9-14) postulate functional dependencies
Reynolds number of 90.000. This is known as the mini- upon ReT that guarantee the limiting values in Equations
mum critical Reynolds minber. Correspondingly, we (41) and (42). as well as the original fully turbulent values
find that the model predicts transition at much too Iow a for ReT-.
Reynolds number. Second. inspection of Equations (32)
and (33) shows that the width of the transition region is The three coefficients Re,. Rk and R. control the rate at
controlled by the ratio of 0 to aa*. Third. trasition will which the closure coefficients approach their fully turbulent
never occur if Pu reaches zero earlier than Pk. Thus, values. As in previous analyses based on the k-w model.7 "
occurrence of transition requires we can determine their 'values by using perturbation

methods to analyze the viscous sublayer. Using the well

aa" < a50/$" as Rer -- 0 (34) established procedure, we can sol,- for the constant in the
law of the walL B. by solving the sublayer equations and

This fact must be preserved in any viscous modification evaluating the following limit.
to the model. The viscous modifications in Equations (9- 1
14), i.e, the dependence of a. a* and * upon "Re are de- B - lin (uu -- Any+] (43)
signed to accomplish two objectives. The most important --



where u- = u/u, and y* = uy/y are standard sublayer Equation (48) is nearly identical to the limiting form of
scaled coordinates. Also, ic = 0.41 is Kdrman's constant. Equation (18) for VT/V -00. The only significant difference
For a given value of RB and Rt, there is a unique value of is the last term on the right-hand side of Equation (48).
R., that yields a constant in the law of the wall of 5.0. For Except close to the surface where k must be exactly zero.
small values of R6 the peak value of k near the surface is this term is unlikely to have a significant effect on the solu-
close to the value achieved without viscous corrections, viz, tion for small nonzero values of k. However, in a numerical
u,2/(00)1'. As R8 increases, the maximum value of k near solution, products of dependent-variable gradients are
the surface increaseý Comparison of computed sublaver generally destabilizing, and the problem can only be aggra-
structure with Direct Numerical Simulation (DNS) resuilts vated by having a coefficient inversely proportional to k.
of Mansour. et all0 indicates the optimum choice for these This is not an insurmountable problem. However. estab-
three coefficients is as indicated in Equation (14). Section lishing starting conditions is clearly more difficult with the
IV presents a complete comparison of computed channel k-f model than with the k-w model
flow properties with the Mansour, et al DNS results.

Given the diverse nature of viscous modifications that
The only flaw in the model's asymptotic consistency have been proposed for the k-c model,12 it is impossible to

occurs in the Reynolds shear stress, r ,. While the exact make any universal statements about why a specific model
asymptotic behavior is rY, %. y3, the model as formulated fails to predict realistic transition Reynolds numbers.
predicts r % y4. This discrepancy could easily be removed Perhaps the strongest statement that can be made is. no one
with another viscous modification. However, results ob- has approached the problem from the transition point
tamed to date indicate this is of no significant consequence. of view. Most researchers have sought only to achieve
It has no obvious bearing on either the model's ability to asymptotic consistency and attempted transition predictions
predict transition or properties of interest in turbulent only as an afterthought. We can gain some insight by
boundary layers. The additional complexity and uncertain- examining the net production per unit dissipation terms for
ty involved in achieving this subtle feature of the very-near- the k and c equations that are analogous to Equations (29)
wall behavior of r., does not appear to be justified. and (30), viz,

HL Difficulties Attending Use of the k-c Pk Re. (F/81 2
Moe l (49)

Given the information developed in Section II, it is a Clfo 8.F/ C. 2
simple matter to explain why little progress has been made PC= - Re (-
in predicting transition with the k-E model. 1 The primary 2C- (50)
difficulties can be easily demonstrated by focusing upon
incompressible boundary layers. If we use the standard On the one hand, without viscous damping, if we
form of the k-E model, Equations (17-19) are replaced by assume Equation (31) is valid, we find (Re)ki = 8,100 and

(Re,)C = 10,800. Consequently, like the high-Revnolds-
ak 8k a2. 8 8k number version of the k-ca model, transition will occur atu x+ Vy VT (A C + [(V+VT/Ok)"y] (44) too low a Reynolds number.
8IX Ty ay Ty

On the other hand, because f, C+, and sometimes C,
8c 8 c 8u,2 c2 ' ac are often permitted to be functions of distance from theU-- v- = Cel- VT(-) - C(2T+ - [(V+VT/O, V- surface and/or functions of ReT, we cannot simply use'x Eyk 8 Y . Equation (31). Furthermore, some modelers add terms to

(45) the k and C equations in addition to damping the closure
coefficients. Each set of values for the closure coefficients

VT = CA f k2 / (46) and additional terms must be used in solving Equation (48)
to determine the laminar-flow solution for c/k. While it isValues of the closure coefficients/functions C,1. C,,, C, clearly impossible to make a quantitative evaluation of all

fa, 0 k and o, differ amongst the various versions o0 this variants of the k-c model, we can nevertheless make somemodel. In the absence of viscous modifications. the stand- general observations.
ard values used are C, = 1.44, C,, = 1.92, C = .09, f, = 1,
Ok = I and o, = .769. • From the analysis of the k-o model it is obvious that

having f, < I will tend to delay transition. Virtually all
One critical difference from the k-c model is obvious by modelers implement an f., that will accomplish this end.inspection of Equations (44-46). Specifically, if the turbu- However, the modifications of Jones and Launder,"

lence energy is zero, e must also be zero. We cannot simply Chien.' 3 and Lam and Bremhorst.' 4 for example, damp C,2drop the eddy viscosity in the f equation because of the to the extent that (Re,)c is smaller than (Re,)k. This is the
presence of k in the denominator of the c equation's dissi- opposite of what is needed and will have an undesirable
pation term. The model does possess a laminar-flow solu- effect on both the onset of and the extent of the transition
tion for the ratio of e to L. That is, if we make the formal region.
change of variables

This discussion is not intended as an exhaustive survey of
c = C, kcw (47) the numerous low-Reynolds-number versions of the k-c

model. Rather. it is intended to illustrate how difficult it is
and assume VT < < v, the following laminar-flow equation to apply the model to the transition problem. Given
for w results. enough additional closure coefficients and damping func-

tions, the k-c model can probably be modified to permit
W C1 W 8 2. C2W satisfactory transition predictions. However, even if this is= (C,I- l)fI(•y- (C12 - 1)CK , W2 + v-- done. establishing stain conditionswil ultimately require

Ty9 a solution to Equation ). That is, to initialize the compu-
2v 8k 8c tation, we must effectively transform to the k-. model.+7fy Ty (48) Since this is the natural starting point, it seems illogical to

S y perform subsequent computations in terms of k and c.



IV. Turbulent Flow Applications For purposes of identification. the three cases are re-" " ferred to an terns of the parameter

To achieve a complete description of the transition from

laminar to turbulent flow, we must be able to accurately Re, = u, R/v (53)
describe the flow in the turbulent regime. This is, after all
the primary advantage of using turbulence model equations where u, is friction velocity and R is either channel half
to describe transition. In this section, we examine channel height or pipe radius. Figures I and 2 compare various
and pipe flow to demonstrate how well the low-Reynolds- computed profiles with the Mansour. et al DNS results for
numbe, form of the k-w model predicts properties of turbu- Re, = 180 and 395, respectively.
lent flows.

Six different comparisons are shown in each figure,
Figures 1 and 2 compare conputed chanuzi-flow skin including mean velocity, skin iriction. ,Ievnolds shear

friction, c, with the Halleen and Johnston1 s correlation for stress, turbulence kinetic energy, turbulence energy produc-
Reynolds number based on channel height, H. and average tion and dissipation rate. For both cases. velocity. Reynolds
velocity ranging from 103 to 103. The correlation is shear stress, and turbulence kinetic energy profiles differ by

less than 7%. Most notably, for both Reynolds numbers.
cf = 0.0706 ReH (51) the model predicts the peak value of k near the channel

wall to within 4% of the DNS value. Additionally. ap-
As shown, computed cf differs from the correlation by less proaching the surface, the turbulence-energy production.
than 3% except at the lowest Reynolds number shOWn r8,8U/ ay, and dissipation, e, are within 10% of the DNS
where the correlation probably is inaccurate. Figure 3 results except very close to the surface.
compares computed pipe flow cr with Prandtl's universal

Figure 3 compares k-c model pipe flow results with
Laufer's16 measurements at a Reynolds numoer based on

cf-½ = 4 logj0(2 ReD cf½) - 1.6 (52) pipe diameter and average velocity of 40.000. As shown,
computed and measured velocity and Reynolds shear stress

Reynolds number based on pipe diameter. D. and average profiles differ by less than 8%. As with channel flow,
velocity varies from 103 to 106. As with channel flow, computed and measured turbulence kinetic energy differ by
computed cf falls within 5% of the correlation except at the about 5% including close to the surface where the sharp
lowest Reynolds number indicated where the correlation is peak oro . Note tha, s at ti hi aRenodts nmerathe

likelyuto Note that. at this high a Reynolds number. the
captured in the computations. Except very close to the

For more detailed comparisons, we consider two low- surface, computed turbulence energy production and dissi-
Reynolds-number channel-flow cases corresponding to the pation differ from measured values by less than 10%. This
DNS results of Mansour, et al'° and one high-Reynolds- may actually be a desirable result. That is, some controver-
number pipe flow case corresponding to measurements of sy exists about the accuracy of Laufer's dissipation meas-
Laufer"6. urements close to the surface.
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Figure 1. Incompressible channel flow with Re, = 180, Figure 2. Incompressible channel flow with Re, = 395,

ReH = 5.590; o Mansour, et al; * Johnston Formula. ReH = 13.750; o Mansour, etal:.• Johnston Formula.
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V. Transition Applications

Figure 4 compares computed and measured transition
Reynolds number. Re#. for an incompressible flat-plate 10' 0
boundary layer. We define the transition Reynolds number
as the point where the skin friction achieves its minimum
value. Results are diplayed as a function of freestream * DoIA-n A
turbulence intensity, T, defined by •AWAN-NAASIMA

"r z 0 = (54) to'[ I . - I

R e .t

where subscript e denotes the value at the boundary-layer
edge. As shown, consistent with the data compiled by Figure 5. Comparison of computed and measured width of
Dryden,17 Re#, increases as the freestream intensity de- the transition region for an incompressible flat-plate
creases. Because cw can be thought of as an averaged boundary layer.
frequency of the freestream turbulence. it is reasonable to
expect the predictions to be sensitive to the freestream
value of " To ,isess the effect, the freestre4, value of the VI_ Summary and Canclusiona
turbulence length scale defined by A -= /l has been
varied from .0W18 to.1006 where 6 is boundary layer thick- The primary objective of this paper has been to illustrate
ness. As shown, computed Reg, values bracket virtually all how two-equatica turbulence models, most notably the k-w
of the data. These predictions are markedly superior to the model, predict transition. While the long-term goal of this
preliminary efforts of Wilcox's in developing low-Reynolds- research is to develop a transition model for all Mach
number modifications for the k-w model. numbers, this paper has focused on the case about which we

know the most. vi, incompressible flow. The low-Reyn-
Figure 5 compares computed width of the transition olds-number modifications proposed not only facilitate

region with measurements of Dhawan and Narasimha.l° accurate transition predictions, but also yield reasonably
We define transition width, x as the distance between close agreement with DNS results for low-Reynolds-
minimum and maximum skin-friction points. The comput- number channel flow.
ed width falls within experimental data scatter for
ReI1 < 106, and lies a bit above the data for larger values. The degeneracy of the E equation in the k-e model is a
Ax, s unaffected by the freestream value of ca. major stumbling block that impedes successful application

I
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A Compressible Near-Wall Turbulence Model for Boundary Layer Calculations
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Absact Therefore, the postulate is not valid for hypersonic boundary
layers, where the Mach number is five or greater, and for flows

A compressible near-wall two-equation model is derived with strong pressure gradient effects, such as shock-turbulent-
by relaxing the assumption of dynamical field similarity between boundary-layer interacuons. The latter point was confirmed by
compressible and incompressible flows. This requires the studies of Wilcox and Alber ( 1] and Bradshaw [11) and led
justifications for extending thie incompressible models to to proposals to have the effects of prsur-ila.tato correlation
compressible flows and die formulation of the turbulent kinetic modeled in the governing equations [12]. A more recent study
energy equation in a form similar to its incompressible where density fluctuations are also considered has been given by
counterpart. As a result, the compressible dissipation function Speziale and Sarkar [13]. Besides these modifications, all
has to be split into a solenoidal part, which is not sensitive to turbulent compressible flow modeling rely on incompressible
changes of compressibility indicators, and a dilatational part, models.
which is directly affected by these changes. This approach Two sources of difficulties arise when incompressible
isolates terms with explicit dependence on compressibility so turbulence models are extended to compressible flows. One is
that they can be modeled accordingly. An equation that governs due to compressibility itself and anothcr is associated with the
the transport of the solenoidal dissipation rate with additional turbulence phenomena. In compressible flows, the governing
terms that are explicitly dependent on compressibility effects is equations are coupled and temperature cannot be considered as a
derived similarly. A model with an explicit dependence on the passive scalar. As a result, all other thermodynamic variables
turbulent Mach number is proposed for the dilatational adopt new roles. Therefore, mathematically, compressible
dissipation rare. Thus formulated, all near-wall incompressible flows cannot be considered as straightforward extension of
flow models could be expressed in terms of the solenoidal incompressible flows. Furthermore, pressure is only a force
dissipation rate and straight-forwardly extended to compressible term in incompressible flows and all disturbances propagate at
flows. Therefore, the incompressible equations are recovered infinite speed. On the other hand, pressure also supports finite
correctly in the limit of constant density. The two-equation velocity propagation of disturbances in compressible flows.
model and the assumption of constant turbulent Prandtl number Other complications come from the variable mean density, which
are used to calculate compressible boundary layers on a flat plate contributes to increased non-linearity of the governing
with different wall thermal boundary conditions and free-stiram equations, and the fluctuating density, which causes the closure
Mach numbers. The calculated results, including the near-waill problem to become more difficult.
distributions of turbulence statistics and their limiting behavior,
are in good agreement with measurements. In particular, the The second source of difficulties has to do with
near-wall asymptotic properties are found to be consistent with turbulence mixing. Here, even for incompressible flows, many
incompressible behavior; thus suggesting that turbulent flows in problems remain to be resolved [14-17), especially when the
the viscous sublayer are not much affected by compressibility flow is unsteady and/or three-dimensional [18). However,
effects. among the many problem associated with turbulence modeling,

one stands out as most fundamental and urgently needs
Sfattention. This is the treatment of the near-wall flow [17].

Conventional approach is to invoke the wall function

Density variation in a turbulent flow can come from assumptions; thus implying that near-wall tnubulence is in local
different sources. Some of these are: (i) isothermal mixing of equilibrium. Even for simple wall shear flows, the assumption
gases of different density, (ii) strong temperature gradient in a is not quite valid because near-wall turbulence is not in local
homogeneous fluid, (iii) reactive flows and (iv) compressibility equilibrium. Consequently, a low-Reynolds-number tranent
effects in high speed flows. Each of these sources gives rise to is necessary in order to obtain results that agree with
specific aspects that require modeling if the governing equations measurements in the near-wall region [17, 19-21). The need for
are to be solved. This study makes an attempt to address the last near-wall treatment of flows with heat and mass transfer has also
source; that is, the modeling of high speed compressible been pointed out (22-25]. This problem is expected to be more
turbulent flows, acute in compressible flow modeling [13] where the non-

linearity of the governing equations ame further compounded by
Most studies on compressible turbulent flow modeling the variable mean density.

[1-9] invoke the Morkovin postulate [10] to justify the direct
extension of the incompressible models to compressible flows. The p esent objective is to model near-wall c r ble
The postulate was formulated based on early experiments on turbulent flows where the coupling between velocity and
compressible boundary layers along adiabatic walls and temperature cannot be ignored. As a first attempt, only the
compressible wakes, and essentially suggested that the modeling of the tulent kinetic ener and its dissipation-rate
dynamical field in a compressible flow behaves like an equations is considered. With the assumption of gradient
incompressible one. This postulate was used by numerous transpor the two-equation model could be used to effect clomsu
researchers to assure that compressibility effects can be of the mean flow equations. Since the transport equations for
accounted for directly by the variable mean density in the the heat fluxes and the temperature dissipation rate are not
governing equations alone. In other words, the influences of modeled and solved, a constant turbulent Prandd number is
fluctuating density on mrbtlence mixing are essentially assumed invoked to relate the heat fluxes to the momentum fluxes. In
to be negligible. The validity and extent of Morkovin's posulate view of this assumption, the present approach only addresses
were reviewed by Bradshaw [2] and he noted that the postulate the issue of compressibility effects on turbulent mixing and not
is appropriate for flows where density fluctuations amoderae. on beat mmafer and its interaction with turbulence. An attempt
Therefore, the postulate is not valid for hypersonic boundary
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on this latter problem will be made after the present model has derived, then the near-wall modeling of the k and e equations arebeen validatd discussed. In section 6. the two-equation model is used to
calculate compressible boundary layers on a flat plate assuming a

2- Prosed Modeling AnnRah constant turbulent Prandtl number. Comparisons with
measurements [9, 29-31) and other calculations, such as those

With the availability of near-wall models for temperatur obtained using the k-w model of Wilcox (8], are carried out to
variance and its dissipation rate [24], heat fluxes [25], 8asess the importance of density fluctuations on the calculated
Reynolds-stresses (26) and the dissipation rate of the turbulent results and, hence, the validity and extent of Morkovin's
kinetic energy [27], the time is now ripe for their extension to hypothesis.
compressible flows. In order to consider the effects of variable 3. Mean Mow Eaunons
mean density and its fluctuation on turbulence mixing, it is
necessary to analyse the exact equations and propose appropriate
models to effect closure. Two approaches are available. One is The compressible mean flow equations are obtained by
to propose totally new models for the terms in the compressible applying Favre averaging to the instantaneous Navier-Stokes
equations, while another is to attempt to extend the equations which for Newtonian fluids can be written as:
incompressible models to compressible flows in a credible way.
Both approaches involve assumptions that could or could not be ___P___

verified experimentally. Since the present knowledge of + (pLui)= 0
incompressible flow modeling is quite mature, as a first attempt,
it is expedient to extend these models to compressible flows.
This can be accomplished by recasting the compressible COOui)+ a . + 2
equations in forms similar to their incompressible counterparts at + (puiuj) = - +axj (2)
so that terms with explicit dependence on compressibility effects
can be isolated separately, and the incompressible limit can be PCi -
recovered in a smtight forward and correct manner. ao T) + -(pCpTui) j +uat Ci'h

Since the turbulent kinetic energy equation or k-equation a_ a• +aui
is obtained by contracting the Reynolds-stress equations, this
means that the recasting of the Reynolds-stress equations should
be attempted first. In other words, the viscous diffusion and
dissipation terms in the Reynolds-stress equations have to be
similarly defined as their incompressible counterparts. This wi= lu +i- a aukC)
suggests splitting the viscous dissipation function into a hn axj axi- 3 XJ-k
solenoidal part, which is not sensitive to changes of
compressibility indicators, and a dilatational part, which is ui is the ith component of the velocity vector, xi is the ith
directly affected by these changes2g. When the Reynolds-stress component of the coordinates and p, T, p, 4r, i, C. are
equations are written in this form, three additional terms that pressure, temperature, density, viscosity, thermal conductivity
depend explicitly on compressibility effects are present. The k- and specific heat at constant pressure, respectively. Favre
equation is then obtained by contracting the Reynolds-stress decomposition is applied to all variables except p and p where
equations and its incompressible counterpart is recovered conventional Reynolds decomposition is assumed. In other
correctly when density becomes constant and the additional words
terms vanish identically. An equation that governs the transport
of the solenoidal dissipation rate (e) of the turbulent kinetic ui = (Ui) + u- (5)
energy (k) is derived and modeled along the line suggested
above. Again, additional terms that depend explicitly on
compressibility effects appear in the equation. This equation T (O) +0" , (6)
also reduces correctly to its modeled incompressible counterpart p= + p' ,(7)
because the additional terms vanish for constant density flows. P
All models proposed for the k and e equations are expressed in P ' + P' ' (8)
terms of this solenoidal dissipation rate. A model with explicit where u. and 0" are the Favre fluctuations and pp and p' are the
dependence on the turbulent Mach number proposed by Sarkar Reynolds fluctuations. If < > is used to denote Favre-averaged
et al. (281 for the dilatational dissipation is adopted. Thus quantities and the overbar the Reynolds-averaged quantities,
formulated, the two-equation model is valid for compressible then the mean equations for compressible flows can be obtained
flows and approaches its incompressible limit in a straight as follows. The above decompositions (5)-(8) are substituted
forward and correct manner. into (1)-(4) and the resultant equations are averaged over time.

If the turbulent flow is further assumed to be stationary and the
The systematic approach described above, if proven mean momentum equapiqn and the Reynolds-stress and turbulentsuccessful, could be used to extend incompressible near-wall kinetic energy, k --(u u) equations to be derived later are used

models for heat-fluxes, temperature variance and its dissipation to simplify the i ), e ergy equation, the turbulent mean flow
rate to compressible flows. A set of equations governing the eations beomet
transport of incompressible heat fluxes has been proposed and
validated against simple flows with heat transfer (251, while a
similar set of equations for the temperature variance and its ((U 0 , (9)
dissipation rate (241 has also been validated against boundary.
layer flows. This means that near-wall heat transfer models a -a
could also be extended to compressible flows using the approach aj ;x-- + :
proposed above. However. before this extension is undertaken,
the asymptotic consistency of these models has to be verified.
Until such time, the assumption of a constant turbulent Prandtl
number for near-wall compressible flow is inevitable. ("P(uiXuj)) +a. (10)

In the following, the compressible equations are first



a -a15 ~ a-1r~
= . n-ze• aKik + ,.

(T U)[?; ) + -' <Uk)(U,) + k]) 21+ u +1

~~~~a~~~ ,C1 ax.tJ)U))- '(w9eu: Symbolically, the above equation can be written as

Djj+D! j .i i Gj + Tj (13)

a x r-.i X ~~ 'iUj) a p (kjWith the exception of G.- and T--(13)is i, i to its
/ romressible counterpt F" incompressible flow.
SU O,and Gj=-Tij 0. Even under this condition, (13) fails

+ - r;) + (aedu pyto theincompressible equation given inRef.
U, Ci26. The reason lies in the grouping of the terms

____ u _____ U ax, kaix,/ 0 ) DjvP4,ý+ OjýIn Order to achieve this incompressible limit
correctly, a re-arranging of the terms in (D!- ý4. + •j} is

[n these equations,&p ,1c=Kand Cp Cphave been necesary. f viscous diffusionl disio in .,I;...ble
substituted and the mean and fluctuating suises are given by flows are again defined similarly to their incompressible

j or

Ei &k (14)

auu
ýaxj a,'ý 3 aL ....a U. a U.e~ij a 2v •

The quantity, Cp(e) + '-Uk)(Uk) + k, is the mean total enthalpy (15)
(H). Thus written, ()-( 11) reduce to their incompressible
counterparts exactly when density becomes constant. then the tems (Db.jv - + Oij) can be re-arranged to give

An order-of-magnitude analysis is carried out on (9) -

(11). The result shows that the underlined terms are of smaller - +0O, (16)
order and, as afrstapproximation, could be neglected compared D P'j+ij P -P i
to the terms retained. Thus formulated, the compressible
equations are identical to the incompressible equations and the
additional unknowns are the turbulent momentum and heat _a a au afluxes, just as in the incompressible case. Thepret approach where•j • --..•L.÷ •., (17a)proposes to close these equations assuming gradient transport. ere 3 x Y 2k+ -i-

As a first attempt, a near-wall two-equation k-e model is used to
determine the turbulent viscosity and a constant turbulent Prnmdtlr
number is invoked to relate turbulent momentum and heat j a . J- La
fluxes. Therefore, the present model cannot fully account for 0; -x - 3u-ý;- U._j \ -i k]
the effects of density fluctuation on turbulent heat transfer.

4. Modeline of the Turbulent Kinetic Energv Eguanion + au; + 2l u•.* +÷ axC• \ J axk I + a; , x - I

The Favre-averaged uransport equation for the Reynolds

stresses '(uu)could be similarly derived as in the
• 3[a 1 ax,+ @a (17b)

incompressible case [16]. That is, the ith fluctuating velocity
equation is obtained by subtracting the mean momentum Note that (16) reduces to its incompressible counteipm exactly
equation from the instantaneous equation. Repeat the same when constant fluid properties are assumed. For compressible
procedure to obtain the jth fluctuating velocity equation. The ith flows, an extra term ' ape in (16). In addition, three
fluctuating velocity equation is then multiplied by the jth additional tram are found'in Ot.. The term pr-is a dilatational
fluctuation velocity and vice versa and the two equations are term and could be interpretedjas compressi leor dilatational
added together and averaged over time. Omitting all the algebra, dissipation. This tem is only important for compressible flows.
the final exact equation ir

It should be pointed out that •i is given by (17b) and, as
a result of this particular partitionitg, them am several extra

.P01) ar-L -.(k ý17) U' em resulted from compressibility and variable viscosity.
- JHowever, at high Reynolds number, dimensional arguments

"----; ; reveal that these extra contributions are notUimjOnantL

[1u,, + ua..uy - + pressure diffusion is further sgle ten Di., pmeiandib.
U k - ax,,. would assume the nime form as their Wcomprssieax,, -- (12) counterparts. Therefore, the high-Reynolds-number

FT8PJ incoPuressble models proposed for these tem 1 16. 321 could
uI N p (nu+u straight-forwardly extended to compressible flows.

ji NU ýHowever, a model for the compressible dissipatn term f is



required to complete closure. For high-Reynolds-numoer It should be cautioned that, although the velocity and
flows, this compressible dissipation could be assumed to be temperature expansions are physically corect the expansion for
isotropic. As a result, the following model is proposed: density is an assumption. As pointed out by Bradshaw [ 11], the

fluctuating temperature and density could not go to zero
simultaneously at the wall. Otherwise, it would lead to a zeroeij 3ij C wall p'. In general, tem.erature fluctuation is assumed to be

3 (18) zero at the wall, while p is not Here, the assumption is made
that p' also goes to zero at the wall, however, its value away

where_ ovfrom the wall is finite. Since p' is taken to be essentially zero
where .=over the whole field in Morkovin's hypothesis [10], the present

3 ý&kapproach could be viewed as a partial relaxation of that
assumption. Consequently, :he proposed model would not be

The modeling of cc has been attempted by Sarkar et al. valid for all free-stream Mach number and wall thermal[28]. They are the first to realize that the contribution of the boundary conditions. Therefore, one of the present objective is

dilatational dissipation term is important for supersonic shear to analyse the validity and extent of the proposed two-equation
flows. A simple algebraic model, which is based on an model
asymptotic analysis and a direct numerical simulation of the
simplified governing equations, has been proposed for Ec. Their For incompressible flows, b, = 0 is obtained by imposing
proposal could be modified to become the incompressibility condition and becomes a crucial condition

in near-wall analysis. This important condition holds the key to

C=cLI Mt-2  
, (19) the present extension of the near-wall incompressible models to

compressible flows. In order to show that b, indeed vanishes
under these conditions, the continuity equation for p' is firstderived, or

where cz1 is a model constant, M=2. pý = I.' UL is theaX.I ap' . 0
dissipation of k and T is the local mean speed of sound. -+a PkUk + P'(Uk) + Pu) = 0. (22)

Therefore, Mt is the local turbulent Mach number. It should be

pointed out that Sarkar et aL's [28] definition of e is four times Expansions (21) are then substituted into the above equation. If
larger than the definition given in (19) as a result of a different (Uk) = 0 at the wall is used, it can be easily verified that. under
splitting of the terms in (16). Consequently, cxl should take on the assumption of (21), b1 = 0 is still a valid condition for
a value equal to 1/4 of that suggested in Ref. 28. Based on an compressible flows, irrespective of the thermal boundary
analysis of decay of compressible isotropic turbulence, Sarkar et
al. [28] suggested a value of one for their constant. In other condition. Therefore, the assumed p' expansion facilitates the

modeling of compressible flows, because all terms in (20) have
words, o1 = 0.25. If al is evaluated based on compressible similar forms as their incompressible counterparts except the
shear flows, its value would be 0.15. The present study adopts
al = 0.15 for the analyses of boundary-layer flows.

The k-equation is obtained by contracting (12) and Usinj definition (18) for 4-, it is easily verified that 4i is
making use of (16) and (18) to simplify the resulting equation of order y'. The high-Reynolds-number model (19) also has
which can be written as: similar behavior near a wall. Therefore, it is proposed to extend

_ T 1 1 1 1-C (19) to near-wall flow without modiflcation, while the near-wall

LDt Dk k? ~iY i balance rovided by thq eDxact 4, is taken into consideration by
combining it with the *li term. As for p-jii, it could be modeled
by following the arguments presented in Refs. 26 and 27 for

2 1- (20) incompressible flows. In essence, Refs. 26 and 27 argue that
1 2 + Elthe incompressible eii can be set equal to 2e and the near-wall

corrections proposed for Eij have little or no effects on the
it can be s=n that the terms, DT, and 'Eii, andthe behavior of Cii in the region nearawall. This means that % can
coefficient, u., appearing in Gii aind Tii require modeling. be approximated by 2E in the whole field. In view of this, the
Furthermore, when p is assumed to be constant and u. -0, the model for 'eii can be assumed to be given by 2-'E. Based on
last three terms in (20) are identically zero and the this model, equation (15) and expansions (21), it can be easily
izO ssible equation is recovered exactly. The modeling of shown that the leading term of C in the near-wall region is a
DIk, Vii and p'i; could be accomplished by drawing parallels constant equal to its wall value e,. Again, the behavior is
with their incompressible counterparts 126, 27]. However, this similar to its incompressible counterpart.
requires knowledge of their behavior in the near-wall region. Near-wall analysis again shows that turbulent diffusion is a

The near-wall behavior of (20) can be analysed by higher order term and its high-Reynolds-number model could be
assuming Taylor series expansions about the wall for the adopted because it does not affect near-wall balance of the k-

fluctuating quantities. This analysis is similar to the equation. Consistent with the assumption of gradient transport

incompressible case 1261 except that expansions also have to be fori two-equatiofn models, the incompressible model for turbuleyn
assued or an 0.Thepropsedexpnsins re:diffusion of k is extended to compressible flows by writing D'assumed for p' and 0 . Ile proposed expansions are: k ('t~~kx~~i hr Li osat•o••ti h

= CN(A t/0k)ak/xi)Iaxi, where tiips a constant and T&, is the
turbulent viscosity defined by pt = .CfTPk2 I. In this

11" = al Y + a2 y2 +.... definition, C.u is a model constant while fp is a damping function
to be defined lawe. Based on (21), the leiding order term of k in

v"=bty+b2 y2 +.... (21) the near-wall region is y2. Since e = ew in this region, k2 /e has
w"=ctY + c2y+ .... to be of order y4. If the shear suss is defined with respect to

y2 9t, then it can be shown that the leading order term of the shear
8" dl y + d2 y2 + ... stress to be of order y3 in the near-wall regiou. Therefo, it

p- el y + e2 y2 + .... follows that Vt - ;/'" is also of order y3 near a wall and this,



in turn, leads to a similar behavior for the modeled DE term in
the near-wall region. This trhavior is consistent with the u p (e)
behavior of the exacyterm Dk appearing in (20). In other wit P - 'ap-- 1(7
words, the modeled Dý does not affect the near-wall balance of (e) p
(20).

According to (18), £ci = 2ec. As such. the near-wall where equals to unity for an ideal gas.
behavior of the exact ci is not properly accounted for by the
proposed model. In the above discussion, it is argued that the
near-well behavior of di could be modeled together with the The near-wall behavior of the modeled k-equation can
term 4i. In order to analyse the near-wall behavior of the now be analysed using expansions (21). It can be easily shown

i -, ethat in the region very near a wall, the modeled k-equation is in
combined term (Oj + pQ, the behavior of G, and T neL.- a balance up to order y. Consequently, it does not need further
wall has to be studied. The appearance of mean pressure in Gii modifications to achieve a consistent asymptotic behavior near a
makes the analysis slightly more difficult. However, the wall.
difficulty could be circumvented by making use of the mean
momentum equation (10). The final analysis shows that the 5, ModellingofheDissinanon-Rat Enanon
combined (Gi + Tii) term has the following near-wall behavior;,
namely, The exact transport equation for the solenoidal dissipation

Gi + T y ; G33 + ,rate (p'z) can be derived as in the Reynolds-stess equation (12).
+(Y2 ) ;o(Y2) It has been pointed out that the e-equaion is the most difficult to

G22 + T22 - O(y3) . (23) model even for incompressible flows (13. 16, 17, 26, 27, 32].
The reason being that many of the terms in the exact equation are

This means that, to the lowest order, the near-wall behavior of either not known or could not be measured accurately at present.
(4ij + T4,) is similar to its incompressible counterpart [26]. Consequently, the incompressible e-equation is modeled in an ad
For incompressible flows, the term, 0i, can be written into a hoc manner to resemble the k-equation in form so that the right
pressure diffusion part and a pressure redistribution part. hand side of the e-equation again consists of four terms; namely,
Pressure redistribution is identically zero and since pressure viscous diffusion, turbulent diffusion, production and
diffusion is relatively small, it is usually neglected. Such is not destruction of e. The equation is further modified for near-wall
the case for compressible flows. The term, Oii, can again be flows by adding an extra destruction term 4 so that the modeled
partition into a pressure diffusion part, which could be equation remains balance as a wall is approached. There is a
neglected, and a term involving pressure-velocity-gradient lack of measurements in compressible flows, therefore, a
correlation. This larter term does not vanish because fluid rigorous modeling of the compressible e-equation is not possible
volume changes as a result of density variation. ,Therefore, an at present. An alternative is to extend the high-Reynolds-
argument could be made to model the term, (0 ii + T'•i), to number incompressible models to compressible flows and then
account for dilatational effects only. In view of this, the seek a near-wall correction to the modeled e-equation along the
following model is proposed, or line suggested in Ref. 27. In view of this. the exact transport

equation for the dissipation rate is not in a convenient form to
work with. The proposal of Speziale and Sarkar (13] with the

-- (24) dilatational effects explicitly written out will be more
( +Pi)= " k"- , (24) appropriate.

Following Speziale and Sarkar [13], the modeled
where y is a model constant. transport equation for e with near-wall correction is written in

the simplified form; namely

The proposed models still fail to close the k-equation

because of the presence of u. in Tii and Gii. Therefore, it is D + Dt + PC4- AE - -A (28)

necessary to shed some light on the modeling of ui, which is xi x +D a-(

identically zero for incompressible flows. Using Favre where Dt is the turbulent transport of F, PC is the production of e
S-- due to c-eviatoric strains, A. is the destruction of a and 4 is a

averaging, it can be shown that -p'u f P-. In other words, near-wall correction for compressible flows. The second last
- term on the right hand side of (28) is exact and results from the

u= - p'u /w. Previous proposals for -p'u. are based on the writing of the exact a-equation into the form of (28). When the
gradient transport assumption; namely, dissipation-rate equation is formulated in this form, it is

reducible exactly to its incompressible counterpart and,
therefore, the terms Dt, P and A. can be modeled by a variable

7 , Opfi density extension of I eir incompressible models. Following the
.pui-= up 0 i (25) suggestions of Refs. 13 and 27, the models proposed for D,, PE

andA. are:

where a is a model constant. However, a more elaborate way a -[Ia ,
to modef• e term is to adopt the proposal, D xie - i (29a)

t1ax~i;5x

p C I t (26)' P\1 u axC P3j-k (29b)

where C is a model constanL Alternatively, the term can also
be modeled by

A2 = , (29)



where the model constants CeI and Cq2 are the same as those f4=(l + 3.45/1t tanh (y/l15) , (32)
given in Ref. 27 for incompressible flows and i = e - e,. It
should be noted that the mean dilatational effects are accounted
for exactly by (29b) for compressible flows and that these where y+ = yug/V is the wall coordinate and ur (x) is the friction
models reduce exacly to their incompressible counterparts when velocity. In this definition, y is taken to be the normal
the flow Mach number becomes very small. In addition, the coordinate and x the stram coordinate.
ordering of these model terms is similar to their incompressible
counterparts. Therefore, the near-wall function 4 can be
determined in a manner similar to that proposed in Ref. 27.

The incompressit~e form of (28) with model terms given A first step to validate the two-equation model for
in (29) is identical to that proposed in Refs. 26 and 27. In these compressible flows is to apply it to caculate flat plate boundary-
studies, the coincidence condition suggested by Shima [21] was layer flows with different wall boundary conditions and free-
used to determine 4. This is equivalent to requiring the modeled stream Mach numbers. In this initial attempt, heat flux is not
e-equation to achieve balance behavior in the near-wall region at modeled separately. Instead, it is related to momentum flux via
least up to order y. The approach used to deduce ;is to the assumption of a constant turbulent Prandtl number. The
assumed a functional form for with two undetermined model rationale for doing this is to carefully assess the assumption
constants. One of the constant can be determined from nw-wall made in (21) concerning the expansion for p', whose validity
analysis, while the other is evaluated using computer affects the new-wall analysis used to justiy the direct extension
optiumization. The 4 function thus determined has been used in of the incompressible near-wall function 4 to compressible
Ref. 27 to calculate flat plate boundary-layer flows and in Ref. flows. By choosing the simplest type of compressible flows to
26 to calculate fully-developed channel and pipe flows. These validate the model, a careful analysis of the validity and extent of
calculations were carried out over a wide range of flow the expansion for p' can be carried out. A second objective of
Reynolds number. The results were compared with dirct this validation is to determine, if possible, the validity and extent
simulation dam as well as measurements. Very good agreement of Morkovin's hypothesis. In other words, it is hoped to
has been found for both the limiting behavior of the turbulence evaluate the Mach number range and the type of wall thermal
quantities and e when compared to direct simulation data [33- boundary conditions in which the effects of fluctuating density
35]. Furthermore, the two-equation model calculations of Ref. can be neglected in the modeling of the governing equations.
27 are found to give better results than those obtained by Therefore, the experimental data chosen for comparisons are
Speziale et al. [36]. In view of this success, the same approach selected from three different groups; one with adiabatic wall
can be used to determine 4 for compressible flows, boundary condition and varying fre-stream Mach number,

another with constant wall temperature and varying free-streamn
The functional form assumed in Ref. 27 is adopted here, Mach number, and finally the variations of skin friction with

or free-sneam Mach number and wall temperature as prescribed by
the van Driest H formulae given in Ref. 9. The data for the first

E + ME021 two groups are selected from Ref. 31. Only one case with
fa Nj"+ MI - (30) constant wall temperature is selected. The reasons being that the

other cases reported in Ref. 31 are either not accurate as far as
the measured skin friction is concerned or the measured mean

where fw,2 is a damping function that goes to one at the wall and velocity and temperature are doubtful. In the following, the
zero far away from the wall. It is defined in Ref. 27 as f = governing equations for compressible flat plate boundary-layer
e'(Rt/64)2, where Rt = k2/Ve is the turbulent Reynolds number, flows are first presented. Then the calculations and comparisons
The function e* is defined as L* = e - 2vk/y2 by generalizin~the with data are examined and the validity of the two-equation
incompressible definition used in Ref. 27. _imilarly, C is model is studied in detail. Finally, the model performance and
defined with Lw given by Lw = 2v(aN/'xj t. Once 4 is its proposed improvement are discussed.
postulated, the near-wall behavior of (28) and the modeled terms 61 G
of (29) can be analysed using expansions (21). If the modeled Two-enina ea d o e l u r r
equation is again required to be in balance up to order y, then it on a flat plate are considered. If the usual boundary-layer

can be easily shown that N - 2 - C.2 because the mean approximations are made, then equations (9) - (11), (20) and
dilatational terms are of order y. Therefore, to order y( they do (28) can be substantially simplified. For the sake of
not contribute to 4. In Ref. 27, the part involving Ce2 in N is completeness, the boundary-layer equations in Cartesian x-y
grouped together with M to give M! _ (Ce2ej •2 + M) and its coordinates are listed here as:
value is determined through computer optimization studies.
Again, the same procedure is followed in the present study to o ) (33)
determine MI. 5i )(y

Finally, to complete closure of the governing equations, - a(U ) + (U) a
gradient transport is assumed for the Reynolds stresses and the (U) - p- + J (34)
relation is given by (V

In addition, a constant turbulent Prandtl number is assumed so cXH) + . ( I - Pr')
that heat and momentum diffusivity can be related by Prt - V'/c -• + Wr- 1 +I - "
)t where at is the turbulent thermal diffusivity. The damping (

f appearing in the definition ofWt can now be defined. ak.1 (35)
In view o the similarity of the present k and e equations with XU') t
those for incompressible flows, the fp used in Ref. 27 is
adopted here. It is defined as



ak I [ltemperature. The free-stream Mach number (M1) for these
k [-T + cases are 2.244, 4.544, 10.31 and 5.29, respectively, while the

(y K + I ( corresponding Re's are 20,797, 5,532. 15.074 and 3,939.
Therefore, the data cover a wide range of Re and M.. The

(O-U)) _-ýK~M'2 2.dýj 2) (36) variations of skin friction with M.. and 0,^e are compared
- ' 2- 2 --+ w (36) ith the van Driest II formulae reported for a fixed as

specified in Ref. 9. Finally, an assessment of compressibility
S.effects on near-wall flows is attempted by comparing the

+ e),-vk *y + av U. calculated turbulence statistics for the different cases

6.2 CgMnmisoins with DatM
The results are organized in the following manner for.~.1+ ~presentation. Mean stream velocities are normalized by u3 top(u) 2 +- l t,• • -j+C.k -Lgive u+ and they are plotted versus In yw (Fig. 1), where y is

ax ~ a a P 0ia k (37) defined as uryfv,- A direct plot of the mean velocities is also
2 given in Fig. 2 where <U>/U. venus y/8 is shown. Here, 8 is

.•- + the boundary layer thickness defined as the location of y in

which <U>/U.. = 1.0 as specified by the measurements and U.
is the free-stream velocity. On the other hand, mean
temptr313es are normalized by e. the free-semtmperature

In writing down these equations, (33) has been used to relate the and a. shown verusy_/ (FIL.3)X Plotsfor thcproperties, k+
shear stress to the mean velocity gradient. It is also noted that = k/u., e+ = - V/u., -uv+ = -uv/ut and -ev+ = -Ov/U..e., are
Gii is zero for flat plate boundary-layerflows while the only pts~ented in tem of yw and y/8. Near-wall behavior of k+, e+,
term of portance in Tii is that given byuu". If(25)is usedto -1W and -Ov÷ (Figs. 4 - 7) are discussed first, then the
evaluate u", then Tii is of order y2 and is not important in the distributions of k+ and -uv+ in the outer region are examined
near-wall region, which according to So et al. [27] is bounded (Figs. 8 and 9). In Figs 8 and 9, 8 is not interpreted from
by 0 5 y+ < 5. The model constants are taken from Refs. 27 measurements; rather it is evaluated at the y location where
and 32 and are given by: Cu = 0.096, C 1 I 1.5, Ce2 = 1.83, <U>/U. = 0.9974. Only the budget ofkin the near-wall region
ok 0.7 5, ae = 1.4 5 , al =0.15, ao =0.5 andy = 0.182. The for case 73050504 (M. = 10.31 and ew/er = 1.0) is presented
turbulent Prandtl number Prt is specified as 0.9, while Pr is (Fig. 10) because the k budgets for the other cases are
assumed constant and taken to be 0.74. Sutherland and power essentially similar to that shown in Fig. 10. The effects of Mach
laws are used to evaluate fluid viscosity at an appropriate number on the asymptotic behavior of k are examined by
reference temperature. The constants a, and ac awe determined plotting at versus M. (Fig. 11), where a1+ is the leading
by calibrating the calculated results against some classic coefficient in the expansion of k+ in terms of yw, According to
experiments such as those provided in Refs. 29 and 30. Once Ref. 27, = 2k. Theref, by examining ak versus M.. the
determined, they ae kept constant for all other calculations. In variation Of £w with Mach number is also evident. Other
fact, the cases to be compared in the next section are different asymptotic properties ae tabulated in Table I for com . .
from the cases used to calibrate a and cal As for N and M 1, The variations of skin friction coefficient, Cf = 2tw/F"U,
the final choice of values adopted are 2 and 1.5, respectively, with M. and ew/er are compared with van Driest 11 resulrts [9]
just as in Ref. 27. in Fig. 12. Finally, the mean vel~fty plots in terms of the

compressible u÷ defined as uc = ('Iw)d<U>)/ur for two
The boundary conditions are no slip at the wall for mean different M. are shown in Fig. 13. This figure is provided to

velocities and k, and zero heat flux or constant wall temperature illustrate the deviauon or lack thereof from the van Driest law of
at the wall for enthalpy. As for e, its value at the wall is given the wall for compressible flows [37,38].
by 2v (a-/cy)"w. At the edge of the boundary layer, free-stream.
conditions are specified for both mean stream velocity and Two versions of the present k-e model are used to
enthalpy. In principle, k and c should be zero in the free stream, calculate boundary-layer flows. One designated k-c model/I
However, in practice, they are assumed to take on some very solves the k and c transport equations as given in (38) and (39).
small values, of the order of 10-7, in the free stream. Thus The second designated k-e model/2 solves (38) and (39) with all
formulated, the above equations and the appropriate boundary additional compressible terms neglected and the ik/ay term
conditions can be solved numerically usiag tie bolnary-layer omitted in (37). In other words, the two-equation model for k-E
code developed by Anderson and Lewis (301 and modified by nodell2 is a auect variable density extension of the two-equation
So et al. [27]. incompressible model of Ref. 27. These calculations can be

used to evaluate the validity and extent of Morkovin's
All measurements used to validate the near-wall two- hypothesis and the importance of having an asymptotically

equation model are drawn from Ref. 31. The calculations are consistent near-wall correction for two-equation models.
carried out over the range, 0 < M.. < 10, for adiabatic wall Four sets of u+ results are shown in Fig. 1. In the figure,
boundary condition and over the range, 0 < Ow/Or < 1, for the calculated and measured Cf and the Cf determined from the
constant wall temperature condition. Here. ew is the wall van Driest II formula of Ref. 9 ae listed for comparison. The
temperatue and Or is the recovery temperature for adiabatic w log-law shown is used to demonstrate the existence of a log
boundary condition and is the adiabatic wall temperature for region in the calculated and measured flows, while the von
constant wall temperature. It should be pointed out that Oe^ .- Karman constant 1C is taken to be 0.41. It is recognized that the
1.0 corresponds to adiabatic wall boundary condition while intercept is a function of Mach number, however, in this figure,
eO/Or < I indicates that the wall is cooled. Since only mean the intercept is taken to be 4.7. The actual value used is not
flow properties are available from Ref. 31, comparisons are important because the purpose hem is to illustrate the slope of
made withthesurements and another set of calculations the log-law. It can be seen that a log region indeed exists for all
using the k-co model of Wilcox [8]. All comparisons are made at calculated and measured flows. The slope is fairly constant for
the same momentu thickness Reynolds number (R) as the the he adiabatic wall cases -estd and the ic thus determined is
measurements. Four sets of data ae chosen and these are cases approximately 0.41. For the cooled wall case, the k-e model
55010504, 53011302 and 73050504 with adiabatic wall pnreicted slopes ae slightly different from that calculated by k-c
boundary condition and case 59020105 with constant wall model. None of these slopes yields a von Kaman constant of

0.41 though. Cr is predicted correctly by all three models with a



maximum error of less than 5%. For the cooled wall case, the reduction increases with M. The near-wall distributions of E"

measured Cf is substantially higher than the van Driest 11 value as calculated by k-e model/i are plotted in Fig. 5. It can be seen
and. according to Ref. 31, is not as accurate as the measured Cf that the distributions are very similar to those shown in Ref. 27
for the other cases studied. The model calculations are in good for incompressible flows. The variations of 4 with M. and
agreement with the van Driest II values for all cases examine& Ow/Or are very similar to those of k+. Again, maximum e÷

occurs at the wall and a plateau in E" is found in the range, 7 S
Calculated u+ profiles correlate well with measurements. y. < 13. This means that compressibility has little or no effects

At high Mach numbers, there seems to be substantial difference on the near-wall behavior of &. The exception is that increases
between model predictions and measurements in the outer region in compressibility and wall cooling tend to decrease cý.
of the boundary layer. Such a difference is also noted when the
plots are given in terms of <U>/U. versus y/8 in Fig. 2. From - In general, k-co model gives a very accurate prediction of
these plots, it can be seen that k-c model predictions of <U>/U. -uv ) near a wall. Its predictions are as good as those given by
are in better agreement with data than k-co calculations (Fig. 2). k-e model/I (Fig. 6). From this set of predictions, the following
The agreement between k-c model predictions and measurements observations can be made. Firstly, the peak of -iiV÷ decreases
is good up to M. = 10.31. On the other hand, the discrepancy with increasing K. and decreasing iw/19. Secondly, as M.
between calculations and measurements deteriorates as M.. increases and ew/er decreases, the location of the peak moves
increases for the k-o) model. Therefore, the proposed k-e towards the wall. Thirdly, the rate of decrease of -U;;4 in the
models represent improvements over existing models whose range, 30 < yw < 100, increases as M.. increases. Finally, the
predictions are correct only for M.. < 5 (see e.g. Ref. 39). asymptotic near-wall behavior of -uiv+ is listed in Table Liar
Since most existing models do not have an asymptotically comparison. Much the same behavior is also true for -Ov÷
consistent near-wall correction and are direct extensions of their whose distributions in the near-wall region are shown in Fig. 7.
incompressible counterparts, the discrepancies display by these If the distributions of0 are plotted instead of - , the curves

models for M. > 5 are understandable. Present results show will have the same shape as those shown for -u"-v+..Therefore,
that, if the near-wall flow is modeled in an asymptotically correct the observations drawn for -U"v+ are also valid for Wv*.
and consistent manner, the incompressible models can be
straight-forwardly extended to compressible flows with a free- The distributions of k+ and -uv-+ across the boundary
stream Mach number as high as 10. It should be pointed out that layer are compared in Figs. 8 and 9, respctively. In all cases
the k-o) model is not an asymptotically consistent near-wall shown, k-to model over-predicts k+ and -uv+ in the outer part of
model. Therefore, its prediction of <U>/U., in paticular that the boundary layer compared to the calculations of k-c model/l.
for the cooled wall case, is not as good as k-e model The over-prediction extends across the range, 0.2 < y/8 < 1.0.
calculations. One reason could be the fairly low & (3,939) for Reduction of turbulence activities in the outer part of the
this case. Since the results of k-e model/2 are also in good boundary layer is clearly evident when either compressibility or
agreement with measurements (Figs. I and 2), the comparisons wall cooling effects are present. The reduction increases as M.
suggest that the additional compressible terms in (38) and (39) increases and e9e/Or decreases. Therefore, it is expected that
are not too important. However, an examination of the mean turbulence activities will be substantially reduced in a flow
temperature results tends not to support this conclusion (Fig. 3). where the free-stream Mach number is large and the wall is

The mean temperature profile comparisons are showni highly cooled.

Fig. 3. Predictions by the k-a) model show substantial The near-wall k budget for case 73050504 is plotted in
discrepancies compared to the k-e model calculations and Fig. 10. Other budget plots are not shown because they are
measurements; particularly for the cooled wall case (Fig. 2a). essentially similar to that given in Fig. 10. It can be seen that the
Discrepancies between measurements and k-a) predictions k budget bears a lot of similarity with that calculated for
increase as M. increases and as (w/8, decreases. On the other incompressible flows (see e.g. Ref. 27). The additional
hand, the agreement between k-c model/l predictions and data compressible terms have negligible effect on the near-wall k
improves as M,.. increases for adiabatic wall boundary condition, budget. Therefore, the assumptions made to derive the near-
This is not true for k-E model/2 where the disagreement with wall function 4 in the dissipation-rate equation are justified.
data is quite substantial at MI. = 10.31 (Fig. 2b). The Again, viscous diffusion balances dissipation at the wall. This
predictions of the cooled wall case (Fig. 2a) tell a different story. balance extends to about yw = 4 where turbulent diffusion and
It seems that k-c model/2 gives as good a prediction of the production become important. In the region, 4 < y : < 15,
cooled wall case as that of k-e model/I (Figs. la and 2a). The viscous and turbulent diffusion, production and dissipation are
following three reasons could be put forward to explain this equally important. Beyond yW = 15, production and dissipation
behavior. Firstly, the p' expansion may not be totally valid for are in balance, just as in the case of incompressible flows.
constant wall temperature boundary condition. Secondly, the Consequently, the near-wall k behavior is very similar for both
proposed compressible models may be more applicable for incompressible and compressible flows.
adiabatic wall boundary condition. Thirdly, the assumption of a
constant turbulent Prandtl number may not be appropriate. According to Refs. 25 and 27, Taylor series expansions

about yw, = 0 can be assumed for k÷, -u'v and -Ov÷. For
The near-wall distributions of k+ for the four cases am incompressible flows, the expansions are valid up to about Yw =

shown in Fig. 4. Only the predictions of k-c model/i and k-w 7. This range may not be applicable for compressible flows.
model are compared. The calculations of k-e model/2 aw-Jnot Nevertheless, such expansions for small yw can still be
shown: instead, the limiting behavior of k+, -Uv- and -0v÷ is assumed. With the help of (21) these expansions can be written
tabulated in Table I for comparison. In general, the predictions as:
of k-a) model are substantially lowered than those of k-e
model/l. The peaks are about 40% lower than those predicted
by k-c model/l and the locations where the peaks occur are k+ - ak(yw + bk(YW) 3 +............(40a)
calculated to be further away from the wall than k-e model/1
predictions. According to k-e model/l, the peak of ki decreases
as MN. increases. The decrease is more than 20% over a Mach
number range of 10. On the other hand, a slight cooling of the Z.7 = + bu(y) 4 .. (40b)
wall at M. = 5.29 causes the peak of k+ to decrease to the same
level as that for the case of adiabatic wall with M. = 10.31.
These results suggest that wall cooling has more influence on
reducing turbulent mixing compared to compressibility effects.
Overall, compressibility reduces turbulent mixing and the -y = ave(yw)3 + bv.(yw) 4 + ....... (40c)



turbulent Panmdt number. When Pr1 = 0.7 ii assumed, the
where the a's and b's are time-average coefficients that are turue ared number aeen wi - asa . the

functions of x. A similar expansion can be deduced for e. cefuncion ofx. simlarexpnsin cn bededcedforE÷.could be due to a further reduction of turbulent mixing as a result

Again, using (21), the definition of e and its wall boundary of the wall being cooled. However, this effect has not been
appropriately accounted for in the models particularly their near-

condition, the expansion for ot can be written as: b o w if highly cooled-wall flows we
to be predicted correctly, heat fluxes should be modeled

C+ = 2ak + 4bky+w + (41) separately rather than linking to momentum fluxes via a constant
... turbulent Prandzl number.

From these expansions, it can be easily deduced that
k+2/e+(y+)2 = 0.5. Therefore, the asymptotic behavior of . In the past, velocity profiles in wall coordinate were
k+2/e+(ycr) 2 is 0.5 and is independent of M,. and wall thermal invariably plotted in terms of ui to illustrate the existence of the
boundary conditions. The accuracy in which a model can log-law and the constancy of i in compressible boundary-layer
predict this quantity is a reflection of the asymptotic consistency flows. The proposal was first suggested by van Driest (37] and
of the model. Table I shows that k-c modelll is indeed later confirmed by Maise and McDonald (381 when they
asymptotically consistent while k-e model/2 is not as good. As analysed ten sets of data in the Mach number range of 0 - 5.

for the k-ca model, its prediction of this limiting value is poor, Since then, the compressible law of the wall is taken to be given
thereforek o, it isnotlistedin of 1. by u4 rather than by u+ and ic is considered to be about 0.41 and

constant over the Mach number range of 0 - 5. The calculated
The "a" coefficients can be determined from the and measured velocity plots given in Fig. I show support for the

calculations and their values are also listed in Table 1 for compressible law of the wall when it is written in terms of u+
comparison. It can be seen that ak varies with free-stream Mach rather than u+ Furthermore, Kc is determined to be
number. A plot of ak versus M,, for adiabatic wall boundary approximately V.41 and is relatively constant over the Mach
condition is shown in Fig. 11. The value of a for the number range of 0- 10. These results seem to conflict with theincompressible case is taken from Ref. 27 and isop1 a M, = proposal of van Driest [37]. In order to resolve this seeming0. Clearly, the trend is to approach an symptotic value for at contradiction, the velocity p lots of u+ versus In y+ for cases
high M.. This decrease in ak is one of the reason why k 55010504 (M,,,- = 2.244, shown =i ) and 1 30.11a02 (MI, =
decreases for high Mach number flows (Figs 4 and 8). The .544, / = 1) are shown in Fig. 13. In addition, the
physical reason is that compressibility tends to hinder turbulence compressible law of the wall as given in Ref. 38 is shown for
mixing. As a result, both turbulent shear stress and kinetic comparison. It can be seen that a line that is parallel to the
energy decrease significantly as M. increases (Figs. 4,6,8 and compressible law of the wall can be drawn through a few of the
9). Since v= 2am according to (41), dissipation at the wall is data points spanning over a narrow range of yw. On the other
also dependent on M, Them is no clear trend for a., and ave. hand, the calculated profiles are in agreement with data over adependentgeonf y+. ThTherepis onotclearltrendeforrofandsaar
However, the values of auv are consistent with those calculated wider range of y a The slopes of the calculated profiles are
for incompressible flows [27] and direct simulation data [35). roughly parallel ad are slightly larger than the slope of the

he value of a,, is essentially zero. Since ther is no data compressble law of the wall shown. Therefore, irrespective of
available, its correctness cannot be verified. how the velocity profiles are plotted. the calculations are in good

agreement with data. However, the slope of the log-law is given
Finally, the ability of the k-c models to predict skin by 1/0.41 only when the profiles are plotted in term of u+.

friction coefficient over a range of M,. and wall temperatures is
illustrated in Fig. 12. In Fig. 12a, the variation of Cf/(Cf)i with
M. for the case of adiabatic wall boundary condition is shown.
Here, (C )i is the skin friction coefficient for an incompressible The k and e equations for compressible flows are derived
flow evaluated at R = 104 and is determined to be 2.73 x 10-3. by assuming that there is no dynamical similarity between the
The figure shows a comparison of the calculations of k-e compressible and incompressible fields. Therefore, the
modeil and k-E model/2 with the van Driest II distribution, influences of fluctuating density on the mean and turbulence
Below MI. = 5, the calculated variations of Cj(Cf)i with M., are fields have to be accounted for in the modeled equations. This
slightly lower than the van Driest II distribution but they are can be accomplished by first re-casting the exact k and E
slightly higher beyond M., = 5. Essentially, there is no equations into forms that are similar to their incompressible
difference between the predictions of k-c model/I and k-e counterparts. In other words, the viscous diffusion and
modeV2. This means that both versions of the k-e model give a dissipation functions have to be defined exactly like their
correct prediction of the Cf/(Cf)j variation with MI.. for adiabatic incompressible terms. This procedure gives rise to additional
wall boundary condition. The predictions for the cooled wall terms in the k and e equations. These terms depend explicitly on
case are not as good, especially at low temperature ratio (Fig. compressibility and vanish when the fluid density becomes
12b). Three sets of calculations are presented. These are k-e constant. One extra term in the k-equation is related to fluid
modei/l, k-c modeV2 and a third version of k-e modei/l with the dilatation and can be interpreted as compressible dissipation.
Uk/ay term in (37) neglected. Calculations for this case are The others are production terms that depend on the gradients of
carried out at M.. =5, = 104 and the incompressible Cf is the mean pressure and mean viscous shears. Al additional
again determined to be 2.73 x 10-3. It can be seen that error of terms are found to be relatively unimportant in the near-wall
5% or larger starts to accumulate at approximately 19,M = 0.4 region, or 0 < y+ ': 50. This realization, therefore, allows the
for k-c model/l. This trend is contrary to previous calculations near-wall incompressible models to be extended directly to
(8]. An examination of the governing equations solved by other compressible flows without modifications, while still
researchers revealed that, besides differences noted in the maintaining the balance of the modeled equations as a wall is
turbulence model equations, the mean energy equation solved by approached. Models are proposed for the additional term in the
these researchers does not include the term ak/ay in the right k and e equations. The constants introduced by the new models
hand side of (37). Indeed, when the ak/ay term is neglected. an are determined by calibrating the calculations against
overall improvement is obtained. The predicted Cf at ee/Or w measurements in compressible flows.
0.2 is increased by about 6%, thus giving a better agreement
with the van Driest 11 formula. If the additional compressible The near-wall two-equation model is used to calculate
terms in the k-c equations are further neglected (k-e model/2). compressible flat plate boundary-layer flows with different wall
the calculated Cf is only improved by about 3%. The remaining thermal boundary conditions and free-stream Mach numbers.
disagreement could be attributed to the assumption of a constant



Comparisons are made with various mean flow measurements [2] Bradshaw, P., "Compressible turbulent shear layers,"
and with calculations of the k-co model. Good agreement is Annual Review of Fluid Mechanics 9.1977, pp. 33-64.
obtained between the present alculations and measurements. In
particular, the log-law for compressible flows is recovered and [3] Rubesin, M.W., "A one-equation model of turbulence
the slope of the log-law is found to be fairly independent of free. for use with the compressible Navier-Stokes equations,"
stream Mach number for the range, 0 < M, < 10, tested. Even NASA TM-X-73-128, 1976.
though k-o model gives a correct prediction of u+ versus In y+,
their velocity comparison in terms of <U>/U.. versus y/5 shows [41 Viegas, J.R., and Horstman, C.C., "Comparison of
substantial discrepancy with data. The discrepancy increases multiequation on turbulence models for several shock
with increasing Mach number and can be attributed to a near- boundary layer interaction flows," AIAA Journal 17,
wall behavior that is not asymptotically correct. 1979, pp. 811-820.

The following conclusions can also be drawn from the [51 Vandromme, D., Ha Minh, H., Viegas, J.R., Rubesin.
above analysis. Firstly, Morkovin's hypothesis is valid up to a M.W. and Kollman, W., "Second order closure for the
free-stream Mach number of about 5 for flat plate boundary. calculation of compressible wall bounded flows with an
layer flows with adiabatic wall boundary condition. This means implicit Navier-Stokes solver," 4th Turbulent Shear
that the effects of fluctuating density are.becoming more and Flows Conferences, Karlsruhe, 1983, pp. 1.1-1.6c.
more important as M. increases beyond 5. Secondly, the
assumption of a constant turbulent Prandtl number is not [6] Saffman, P. G. and Wilcox, D. C., "Turbulence-Model
appropriate for cooled wall thermal boundary condition. The Predictions for Turbulent Boundary Layers," AIAA
reason is further reduction in turbulent mixing due to a cooled Journal, 12, 1974, pp. 541-546.
wall and this effect is not correctly accounted for in a constant
turbulent Prandtl number approach. Most likely a heat flux [7] Coakley, T. J., "Turbulence modeling methods for the
model is required if the characteristics of cooled-wall c ble Navier-Stokes equations," AAA Paper 83-
compressible boundary-layer flows are to be predicted correctly. 1693, 1983.
Thirdly, it is important to model the near-wall flow correctly if
the overall boundary-layer ch mcterics are to be predicted with [8] Wilcox, D. C., "Reassessment of the scale-determining
confidence. This point is substantiated by the k-e model equation for advanced turbulence models," AIAA
calculations where all additional compressible terms in the Journal, 26, 1988, pp. 1299-1310.
turbulence equations are neglected. These results are in good
agreement with measurements even though they differ slightly [9] Kline, S. J., Cantwell, B. J. and Lilley, G. M. (eds.),
from the predictions of k-c model/l where all the additional Proceedings of the 1980-81 AFOSR-HTTM-Stanford
terms are retained. In other words, an asymptotically consistent Conference on Complex Turbulent Flows, Stanford
near-wall model is more important to the prediction of University Press, Stanford, CA, 1981.
compressible boundary-layer flows than the inclusion of
fluctuating density effects in the modeled equations. Fourthly, [10] Morkovin, M., "Effects of compressibility on turbulent
the predicted near-wall characteristics are very similar to those flows," Mecanique de la turbulence, C.N.RLS.. edited
calculated for incompressible flows. In the range of free-strem by A.Favre, 1962, pp. 367-380.
Mach number tested, the calculated near-wall characteristics are
essentially independent of Mach number and wall thermal [11] Bradshaw, P., "The effect of mean compression or
boundary condition. Very near the wall, viscous diffusion of k dilatation on the turbulence structure of supersonic
is balanced by the dissipation of k. Beyond y+ - 15, dissipation boundary layers," Journal of Fluid Mechanics 63, 1974,
is balanced by mean shear production of k. In between these pp. 449-458.
two regions, viscous and turbulent diffusion of k, production of
k and dissipation of k are of importance in the budget of k. The [12] Oh, Y.H., "Analysis of two-dimensional free turbulent
additional compressible terms in the k-equation are essentially mixing," AIAA Paper No. 74594, 1974.
negligible in the near-wall region up to yw = 50. This is the
reason why the model also performs well when the additional [13] Speziale, C. G. and Sarkar, S., "Second-Order Closure
compressible terms are neglected in the equations. Finally, the Models for Supersonic Turbulent Flows," AIAA Paper
term ak/ay in the mean energy equation makes a significant No. 91-0217, 1991.
conbutIon to the calculated Cf in the highly cooled wall case.
Traditionally, this term is neglected. However, present analyses [14] Rodi, W., "Recent developments in turbulence
show that even though it is relatively unimportant in flows with modeling," Proc. 3rd Int. Symp. on Refined Flow
adiabatic wall boundary condition, it cannot be neglected in Modelling and Turbulence Measurements, Tokyo, July
flows with a highly cooled wall. The inclusion of this term 26-28, 1988.
degrades the prediction of Cf. It is believed that the degradation
is a result of an incorrect modeling of turbulent heat flux. [151 Launder, B.E. and Tselepidakis, D.P., "Contribution to
Therefore, improvements should be directed at the relaxation of the second-moment modeling of sublayer turbulent
the constant turbulent Prandtl number assumption. transport," Proc. Zaric Memorial International Seminar

on Wall Turbulence, Dubrovnik, Yugoslavia, 1988.
[16] Speziale, C. G., "Analytical methods for the

development of Reynolds-stress closures in turbulence,"
This work was supported by NASA Langley Research Annual Review of Fluid Mechanics, 23, 1991, pp. 107-
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C., "Near-wall second-order turbulence closures: a
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Case M,. /r Model ak auvx104 avx107 k+/C(y+

55010504 2.244 1.0 k-e model/i 0.0987 7.167 -0.465 0.50

55010504 2.244 1.0 k-e model/2 0.0992 7.198 -0.998 0.50

53011302 4.544 1.0 k-e model/i 0.0824 6.700 -6.44 0.50

53011302 4.544 1.0 k-e mode/2 0.0836 6.760 -11.79 0.50

73050504 10.31 1.0 k-e model/I 0.0741 6.630 89.5 0.50

73050504 10.31 1.0 k-e model/2 0.0771 6.740 -131.0 0.51

59020105 5.29 0.92 k-e model/1 0.0784 6.120 11.1 0.50

59020105 5.29 0.92 k-emodei/2 0.0788 6.140 -5.88 0.50

Table 1. Asymptoc near-wall behavior of the turbulence pmpemes.
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ANALYSIS OF THE EFFECT OF INITIAL CONDITIONS
ON THE INITIAL DEVELOPMENT OF A TURBULENT JET

Soong Ki Kim," Myung Kyoon Chung.- and Fi Ryong Cho*
Korea Advanced Insrute of Science and Technology, Seoul. Korea

The effect of the initi condition at the jet exit on the dowastean evolumo. pmricularly within the powtaJ
core length, were numenrcally investigated as well as with available experimental daa. In order to select most
dependable computatonal model for the present numerical experiment. a compar•tve study has been performed
with different turbulence models at k-e level, and it was found that the k-e-y model yields superior prediction
accuracy over other conventional models. The calculated results show that the potential core length and the
spreading rate the initial mixing layer a depealent an the ntial length sale as well as the trbulem kinetic energy
at the jet exit. Such effect of the initial leag scale increases with higher initial turbulence level. An empirical
parameter has been devised t0 collapse the calculated data of the potential m keg&h and fhe spreading rate with
various initial conditions onto a single cuve.

Introduction Since most previous computational studies have been
concentrated on the flow field in the self-preserving region,

It is well known that the potential core length, the those on the jet initial region art only scarcely found in open
spreading rate and the asymptotic peak turbulence intensity literatures. Islam and Tucker' computed the turbulent flow of
vary widely from experiment to experiment in the jet initial a jet initial region by a revised mixing length model.
region.', Husain and Hussain' showed experimentally that the Meanwhile, computational turbulence models such as k-e and
boundary layer state, laminar or turbulent, the momentum Reynolds stress models have serious "anomaly problems"
thickness and the fluctuation level in the initial boundary layer when they are applied to compute turbulent free shear flows:
at the jet exit were important factors which govern the round-jet I plane-jet anomalym and "plne-wake / plane-jet
downstream jet development. Gumnark and Ho' found that anomly"t. Recently, Cho and Chung'2 developed a new k-
such scatter of the experimental dam stems from spatially
coherent disturbances in individual facilities. They considered E-y model and made considerable improvement in the
the initial instability frequency as one of the important initial prediction accuracy for free shear flows in their similarity
conditions affecting the jet evolution, regions.

In addition to the condition of the initial boundary layer, In the present study, firstly, three variants of k-e model and
however, since the jet exit flow field is composed of the
boundary layer near the inner wall and the core flow in the the now k-e-y model wer applied to the initial region of the
central region, the turbulent state of the initial jet core must round and plane jets to prove that the k-E-y model is more
also affect the downstream jet evolution process. Turbulent reliable than other models. Secondly, using the k.E-y model
intensity in a laboratory jet is typically 0.5% or less, while the effects of the initial core turbulence, i.e. the turbulent
those in practical turbojet and turbofan engines have been kinetic enery, and the dissipaton rate or length scale arereported to be between 3% and 15V. Thus, in the initial kntceegadtedsiainrt rlnt cl rregiond tof te jetwflow,3thenmixinglayerand the turbeniti systematically investigated, and the results are compared withregion of the jet flow, the mixing layer and the turbulent core available experiental dama in the inital jet region.
should interact with each other. If the level of the initial core
turbulence is low, the effect of the interaction may be small or Computational Models
negligible. However, if it is sufficiently high, the flow field in
the initial region should be refarded as a complex flow
according to Bradshaw's category. In order to numerically examine the init jet evolution

Vlasov et al.' reported that the potential core length process which exhibits quite complex nature of turbulence, a
significantly decreases with increasing initial core turbulence. dependable computational model must be employed. As is
More elaborate experiment was performed by Raman et al.5 well known, the k-E model has a number of variant forms
who kept the exit mean velocity profile and the boundary layer which has been formulated to remedy the vulnerable model
state nearly the same, but varied the core turbulent intensity coefficients of the standard k-e model under certain
between 0.15% and 5% by using various turbulence generating circumstances. One of such weaknesses in computation of
grids. From the variation of the mean velocity along the jet free shear flows has been expressed by a term "round-jet I
centerline, they concluded that the turbulent intensity in the plane-jet anonaly"'. Specifically, the predictions of a round
initial core has only small effect on the jet evolution, jet and a plane jet with the same model constants show
However, considering that the freestream length scale is an inconsistent results : If the model constants are adjusted with
important parameter for the development of the turbulent reference to the spreading rate of the plane jet, the computed
boundary layer, which has been vividly demonstrated by spreading rate of the round jet is higher than that of the plane
Hancock and Bradshaw', the length scale of the core jet by as much as 25% whereas most experimental data
turbulence should be considered as an additional controlling demonstrate that the round jet spreads slower than the plane jet
parameter for the downstream jet development, by about 15%.
Unfortunately, however, experimcnal dam of the initial length Pope'° attributed the anomaly to the neglect of the mean
scale or dissipation rate a almost unavailable from published vortex stretching effect in the source term of the dissipation
reports. Therefore, in the present study, a computational
analysis is carded out to systematically investigate the effects equation, and introduced a vonex stretching invariant term X a
of the turbulent intensity and the length scale in the initial core (k /E)3'AQ S, where Q, and SU are the rate of mean rotation
region on the intal development of a turbulent jet flow. and rate of mean strain tensors, respectively. Note that the

Graduate stuDentt of Mechanical Engineering. invariant X has a positive value in the round jet wherea it
* Professor. Depament of Mechanical Engineering. vanishes in the plane jet. Thus. the modified form of k-c
+ Present affiliation : Research Engineer. Korea Institute of model suggested by Pope is as follows:

Machinery and Metais.
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De V, [V -e j2 (Urc,_! Yj.X1
Ut7 ; 1 Uc* k C12 + C;3X (2) Proposed model constants are; C,=0.09, C -0.1., G- , •=

S=1 .0, C=I--.44, C,=1. 9 2 , C,=0.30, C,=0.10, C,1=1.6,
k 2 aU- CeO.15, C0=0.16.

V1 = 7 =P For more detail computation, the Reynolds stress model
may be utilized. However, it has been widely demonstrated
that when it comes to compute the simple free shear flows, the

Here the model constants are ; C,=0.09, ok=1.O, 0,=1.3, Reynolds stress model yields similar prediction accuracy as

Cl,=1.45, C,=1.90, C004.79. the k-e model", and no attempt has been made at modifying
Hanjalic and Launder" found that the rate of spectral the Reynolds stress model to solve the anomaly problem. For

energy transfer across the wave number space, which is nearly this reason, it was not included in the present numerical
equal to the dissipation rate, is significantly promoted by investigation
irrotational deformation which is associated with normal
strains. They also noted that the irmtational deformation has Initial Conditions and Computational Method
larger value in the round jet than in the plane jet, which

stimulated them to propose the following variant of the k-e It is assumed that the velocity profile at the exit consists of
model to solve the "round-jet I plane-jet anomaly" problem. two regions: a boundary layer near the inner wall and the core
Dk a rv k + layer in the central region. The initial boundary layer is

t =K Lj 71 T•j + P +P -( further assumed to be in a fully developed turbulent state.

Thus. all turbulent parameters in that region can be estimated
DE a FV a +L .Pk1( by those of a fully developed turbulent boundary layer over a

.["-- j- k( E flat plate. In practice, Husain and Hussain showed that the
mean velocity and the turbulent intensity profiles in the initial

aUi aUi boundary layer at the jet exit are close to the flat plate data.
Pk,$ uiuj'•- (iej), j (ij) Therefore. we picked up the mean velocity profile and the

turbulent kinetic energy profile from Klebanoff's experiment

2 on a flat plate. And the dissipation rate damn were calculated
U 2 _ ,, k 2 = c" k k Eby assuming a local equilibrium. There have been a large

number of jet experiments, however, unfortunately, we can not

where C =0.09, a,= a,=1.0, C,,=1.44, C,=1.9 0, C,=4.44, find any experiment which measured the initial levels of the
C.,=0.33. turbulent kinetic energy and the dissipation rate in the core

Quite recently, Cho and Chung" showed that, although the region, simultaneously. Therefore, we are managed to assume
above two variants improve the consistency in predicting the them within a physically reasonable range.
plane jet and round jet with varying degree of accuracy, such In the core region at the jet exit. the mean velocity, the
modifications do not yield any better solution to the "plane-jet turbulent kinetic energy and the dissipation rate were assumed
/ plane-wake anomaly problem" which was raised as another
computational anomaly through AFOSR-HTTM-Stanford uniform, but with their magnitudes being different for different

Conference on Complex Turbulent Flows in 1980." With a cases. In order to specify the relative magnitude between the
lengthy discussion about the role of intermittency in the turbulent kinetic energy and the dissipation rate. i.e. the initial
mixing layer between the shear flow in the core region and the eddy viscosity level kalE, in a physically realistic range, the
ambient potential flow outside the jet boundary, they proposed data from a grid-generated turbulence were adopted. Comte-

a new k-e-y equation model as follows ( See Cho and Chung"2  Bellot and Corrsin" presented various data set of the energy
for details ) : decay of the grid turbulence. Fig.l represents the relations
Dk ca f v, ak 1 between the length scale and the intensity of turbulence for
-t =K L U J + Pk. + Pk.n (5) three cases in Comte-Bellot and Corrsin. From these relations,

a total of 20 pairs of darn were used to specify the initial

D a[)Iv, e 1 [ C, Pk.,+ 3Pkn turbulent kinetic energy and the dissipation rate in the coreS= xj [ L j + T C'I e C 2  region at the jet exit. Since the boundary layer profiles are

Snearly invariant within 50% of the boundary layer thickness, 8,
+ Cz3 + C 4 r I (6) the initial profiles of the mean velocity, the turbulent kinetic

energy and the dissipation rate are smoothly connected in the

Dy F•1, cl.) v 11  Pk., + Pk., region 0.58-8.
Dt x=j [ +c 8 y(l-y) k The upwind finite-difference pmceduret" was used to solve

the system of the governing equations. Predictions of the jet
k 2 i 0-fy E flow reported below were obtained by using 200 cross-steam

+ c 5 2 "•" ~J -c, 3 Y(l-T).-jr (7) nodes. 50 uniform nodes inside the jet exit diameter and 150
stretched nodes outward. The jet exit mean velocity Ue was

k3 l -.y il, ay k 2  20 m/sec and jet exit diameter D or width H was 10 cm. hence.
v,=c P I + CPS e 2L ' R- X)k Reynolds number based on D or H was about 1.3 xIO'. Initial

boundary layer thickness and the momentum thickness were
assumed 6mm and lmm. respectively. The turbulent kinetic



1.0- defined in various ways. The shear layer width at a certain
downstream location x is determined by either B "y,,-y., or
B,-yj-ys.$ . and the vorticity thickness 8,defined by -Ue/(a

1A U/ay).,where y., . y@.9 and y,.. indicate cross-strea
D locations from the jet centerline where the local mean velocity

is 10%, 90% and 95% of the centerline mean velocity.
0.5 respectively. The symbol x, represents the potential core

lengdL
By comparing the predicted values in Table.l. it is

- •concluded that the k-e-y model provides the most reasonable
predictions for all jet parameters. Specifically. the prediction

00 of the potential core length is remarkably improved, which can
0.0 00 0.05 also be appreciated from Fig.2 and 3. In Fig.3, the
0.00 0.01 0.02 0.03 0.0 6 experimental data show that the turbulent kinetic energy at the

-,/./Ue jet centerline increases monotonically in the potential core

Fig.! The initial conditions of the jet exit core region selected region. However, all models failed to reproduce such

from Comte.Bellot and Corrsin: 0 ;Rm-3.4Xl04, & ;Rv increase. From the exact turbulent kinetic energy equation, it
-6.8410%, ; Ru,13.5xl0. can be seen that. since there is no mean shear in the potential

'. core, the turbulent kinetic energy should simply decay. Thus,

it is likely that either a certain unknown mechanism exist in
energy and the dissipation MaMe were estimated by assuming u the core region or the real flow had some initial shear at the jet

exit. Hussain and Husain" explained that this occurs because
-1.0 Mrdsec. the core potential fluid is exposed to a 'massaging' effect of

motions in the mixing layer all around of. which argument

Results and Discussion however cannot be supported by the governing field equation.
pformae Tests of Computtional Models Nevertheless, the k-e-y model predicts very fairly the variation

of the turbulent kinetic energy along the centerline except in

In the present investigation, the standard k-E model the potential core region.
ns Fig.4 represents the mean velocity profile in similarity

modified k-e models by Pope, and Hanjalic and Launder, and coordinate at about the end of the potential core region.

the k--y model were applied to compute the initial flow field Before the end of the potential core region, the initial mixing

of a plane jet and a round jet for a case with AJejue -o.ol. layer attains similarity. This can be further clarified by the

Le/D-0.2 in Fig.l. Table.I represents the predicted potential fact that the shear layer thickness varies linearly 3. In all

core lengths and spreading rates. The spreading rate can be computations of the mean velocity, the turbulent shear stress

Table 1 Potential core lengths and initial spreading rates of jet flows

( -,//Ue=0.01, Le/D=Le/H =0.2)

dB, dB2  d8•
Flow Model and experiment XP -x dx

k-e-y 4.57D 0.163 0.175 0.141

round Hanjalic and Launder's k-E 8.33 D 0.154 0.158 0.076

jet Pope's k-e 7.89 D 0.146 0.152 0.112

Standard ke 7.21 D 0.155 0.162 0.128

experiment 4.90 D" 0.16-0.165' 0.158-0.2022 0.112-0.175'

k-e- 4.80 H 0.163 0.177 0.155

plane Hanjalic and Launders k-E 10.I0 H 0.163 0.168 0.110

jet Standardk-e 8.74 H 0.151 0.159 0.136

experiment 4.50H" 0.155 -0.180' - 0.155-0.179'
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Fig.2 The comparison of model on the variation of the Fig.4 The sueanwise mean velocity profiles in the initial
streamwise mean velocity along the centerline in a roundiet: similarity region of a round jet : experimental data : o
experimental data: o ; Raman et al.: predictions for ,Ju/ Bradshaw et al., 4 ; Husain and Hussain : predictions : -;

0.01, LJD-0.2: predictions : - ; k-E-Y model of Cho and k-E-Y model of Cho and Chung ; - -; k-e model of Hanjalic

Chung ; - -; k-e model of Hanjalic and L.aunder ---- k-e and Launder, -- - - ;k-e model of Pope. -- -;standard k-e
' model.

model of Pope, - - standard k-e model
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Fig.3 The comparison of models on the variation of the Fig.5 The Reynolds shear stess profiles in the initial
similarity region of a round jet: symbols and lines the same aswurbulent kinetic energy along the centerline in a round*jet: Fig.4.

experimental data: o ; Raman et al. for u'JU.-0.5%. assume
v'-w'-0.6u' : predictions for .,/"Ju,-0.01. L./D-0.2. lines the
same as Fig.2.

and the turbulent kinetic energy, the k-e-y model outperforms selected from Flg.1 as discussed previously. Fig.7 reveals that
over the k-e models as can be seen in Figs.4,5 and 6. The the potential core length Is smaller for higher initial turbulence

better performance of koel model In the core region( (y-y.,)/ level, but that the centerline mean velocity decay rates after
(y,-y,$)<0) may be attributed to the correctrepsentJdon of th- core region are nearly the same for all cases. Computed k
the interaction between the meth velocity gradient a the variations along the centerline in Fig.8 agree well with

experimental data only alter the core region. For initially high

intermittency gradient by the k-e-y model (see, for details, Cho turbulence level, experimental data of the turbulent kinetic
and Chung). energy decay near the exit and then increase monotonically,

but the computed one decays continuously in the potential
Effects of the Initial Conditions on the Downta core. The disrepancy between these two observations is not
Evolution yet undersmod.

The variations of the potential core length and the
In order to investigate the effects of the initial conditions on spreading rate with different initial conditions we represenied

in Fig.9. If the level of the Initial turbulent kinetic energy is
the jet downumin development, the k-e-y model was utilized, increased, the potential core length is reduced and the
The Initial conditions for the present computation were
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Fig.6 The turbulent kinetic energy profiles in the initial

similarity region of a round jet: symbols and lines the same as
Fig.4.
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Fig.7 The variation of the sreaamwise mean velocity along the

centerline in a round jet with the kinetic energy of the exit core Fig.9 The variation of the predicted potential core length and

turbulence for Re,3.4xlI0 in Fig.l : 0 ; ''./UE-O.01, the spreading rate in a round jet with initial conditions as a

/k-•JrO.02. o2 ; ,AQu,-o.03, o -; ' o function of inial turbulence level.: o ; R.-3.4X10'. & ; R4-
A ; 0'~p.O15 ,- 6.8x104, a ; Ru-13.5xl0 : (a) the potential core length; Mb)

0.15_ the spreading rate.

%•c 0.10 spreading rate becomes large. Also, it can be seen that the

" effect of the initial length scale is such that increasing initial

• .length scale shortens the potential core length and augments

A 0 
the spreading rate. Moreover. such effect of the initial length

0.05 scale is magnified at increased initial turbulence level.
A 0o consutly'.the mixing is pcomotedbyincreasingboththe

_____initial 
turbulent kinetic energy and the initial length scale.

- ,This is because larger core length scales pene•ate further into

0.00 the mixing layer. Similar conclusion can be drawn from the

0.0 5.0 10.0 experiment of Hancock and Bradshaw'. who carried out an

x/D experiment of the effects of freaeam turbulence on a flat

plate boundary layer.
Fig.8 The variation of the turbulent kinetic eneriy along the Finally, an attempt Is made at devising by Wial-and-eror to

centerline in a round jet with the kinetic energy of the exit cam collapse the calculated data into a single correlatimtL The

turbulence : experimental dam from , aman et al. : o ; u!U, parameter found in this way Is shown in Figs. 10(a) cad (b).

=0.5%, A ; u'JUS.0% : prediction for R4-3.4xlO'iln Flg.1 where the number0 ls an empirically deenrianed conant-

lines the same as 1ig.7. All data nicely fall on a single curve as can be seen In figures.

This parameter was found o cormste tohe plan jet dat too

(not shown in this papee).
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THE INFLUENCE OF BULGES ON BOUNDARY-LAYER INSTABILITY

By

S. Elli and C. P. van Dam

Dept. of Mechanical, Aeronautical and Materials Engr.
University of California, Davis, CA

Local disturbances caused
by a spanwise surface corruga-
tion affect the position of the
boundary-layer transition, and
so the drag, of an object. This
premature transition from lami-
nar to turbulent flow is often
associated with a separation of
the laminar boundary-layer from
its surface (Fag., 1943). Also
the roughness-induced separation
bubble provides an important
link between the pressure and
velocity fluctuations in theenvironment and the development

of the disturbance in the lami-
nar boundary-layer, i.e., the

r e c e p t i v i t y p r o b l e m ( N o r k o v i n , "* . . . *. . .'. . . . . . .
1990: Bodonyi et al., 1989).To investigate the inf lu-
ence of a laminar separation
bubble on boundary-layer insta-
bility, a separated flow gener-
ated by a velocity gradient over Figure 1. Normal vplocity perturbation
a flat plate was analyzed by v@ y - 3Ay; Re - 10
direct numerical simulation us-
ing finite-difference solutions
of the Navier-Stokes equations.
The bubble acts as a strong am-
plifier of the instability waves
and a highly nonlinear flow
field is shown to develop down-
stream of the bubble (fig. 1).
Consequently, the results of the
direct numerical simulation dif-
fer noticeably from those of the
classical linear stability theo-
ry proving the fact that the
nonparallel effects together
with the nonlinear interactions
are crucial to this flow devel- o DNS
opment (Fig. 2).

In the present paper, the
effect of physical perturbations
such as humps and hollows on
boundary-layer instability is
analyzed. This problem has been
considered theoretically by sev-
eral researchers (e.g., Nayfeh
et al., 1987 and 1990; Cebeci et
al., 1988). They used linear
stability theory in their ap-
proach which does not include Figure 2. Spatial amplification rate
the nonparallel nor the nonlin- 4 for separated flow problem obtained
ear effects. Therefore, to ac- from direct ziumerical simulation;
count for these important ef- F = 1.4 x 10
fects in stud ing flow over
humps and hollows the direct
simulation technique is being
implemented in generalized coor-
dinates.



STABILITY INVESTIGATIONS OF AIRFOIL FLOW BY GLOBAL ANALYSIS

Marck Morzydiski Frank Thiele

Hermann FPttinger-Institut Abteilung Turbulenforachung

Technische Universitit, Berlin DLR, Berlin

Abstratnmn of the Tollmien-Schlichting waves generation. It is
commonly accepted that Tollmien-Schlichting waves are ge-

As the result of global, non-parallel flow stability analysis nerated by an external source of disturbs= (as for example
the single value of the disturbance growth-rate and respective acoustic excitation) and that the non-parallel or non-uniform
frequency is obtained. This complex value characterism the effects enhance the feedback between the wave and the ex.
stability of the whole flow configuration and is not referred citation. These non-parallel and non-uniform effects are the
to any particular flow pattern. The global analysis assures viscous boundary layer growth, the change of the surface
that all the flow elements (wake, boundary and shear layer) curvature and variation of the surface static pressure. The
are taken into account. The physical phenomena -eted growth of the boundary layer is evident near the leading edge
with the wake instability are properely reproduced by the of the blunt body, change of the surface curvature causes
global analysis. This enhance the investigations of instability the non-parallelity of the flow, surface static pressure chan-
of any 2-D flows, including ones in which the boundary layer ges significantly in the separation region. It is characteristic
instability effects are known to be of dominating importance. that theme three problems were studied separately. Goldstein
Assuming fully 2-D disturbance form, the global linear stabi. [1] solved analytically the problem of evolution of Tollmien.
lity problem is formulated. The system of partial differential Schlichting waves near the leading edge. The influence of
equations is solved for the eigenvalues and eigenvectors. The sudden change of the geometry was investigated by Gold-
equations, written in the pure stream function formulation, stein [21 and Ruban [31 .
ar discretized via FDM using a curvilinear coordinate sy- These investigations have one common feature - the as-
stem. The complex eigenvalues and corresponding eigenvec- sumption of slow variation of the flow in the streamwise direc-
tos are evaluated by an iterative method. The investigations tion as necessary condition for weakly non-parallel analysis.
performed for various Reynolds numbers emphasise that the Elliptic nature of the Navier-Stokes equation describing
wake instability develops into the Karman vortex street. This the flow suggest that the phenomena in all these regions are
phenomenon is shown to be connected with the first mode not independent and influence each other. The question ari-
obtained from the non-parallel flow stability analysis. The me if interactions of the leading edge geometry, boundary
higher modes are reflecting different physical phenomena as layer and wake can be described by a single theory. The
for example Tollmien-Schlichting waves, originating in the natural choice is to drop the parallel flow assumption and
boundary layer and having the tendency to emerge as insta. to treat the flow in all these regions as a whole. The con-
bilities for the growing Reynolds number. The investigations sequence is the attempt to use the non-parallel flow, global
are carried out for a circular cylinder, oblong ellipsis and air- stability analysis. The non-parallel theory was succeduly
foil. It is shown that the onset of the wake instability, the used to study the wake instability (10, 9, 8, 7, 12]. There
waves in the boundary layer, the shear layer instability are are no theoretical limitations to apply this analysis also to
different solutions of the same eigenvalue problem, formula- various geometries, as for example the airfoil. Because the
ted using the non-parallel theory. The analysis offers large assumptions of the non-parallel theory is a generalization of
potential possibilities as the generalization of methods used the classical parallel flow analysis, one can expect that this
till now for the stability analysis. method is adequate not only for determination of the wake

instability. The instability of the boundary and shear layer
Smust be reflected in the eigenvalue solutions of the problem.

The boundary layer stability analysis based on the so- Governing equations
lution of the Orr.Sommerfeld equation is a useful tool for
practical analysis of the laminar-turbulent transition. The Linear stability theory is concerned with the development

only competing method is based on purely empirical formu- in time and space of infinitesimal perturbations around a gi-
las, characterized most often by the shape parameter. yen basic flow. If this basic flow is assumed to be paral-

It is widely accepted that infinitely small disturbances, lel, the classical theory of parallel shear flow stability can
although amplified according to linear stability theory are be applied. This method has been aISO successfully used for
not able to onet the laminar-turbulent transition unless the nearly parallel flows for which the multiple-wsale method, ad-
amplification reacbhe some value so a factor ha to be intro- opting the concept of "slow" variation of flow parameters in
duced to correct the results of the analysis. The eN method one direction, is valid. In general, non-parallel cae only the
has been develop to match the results of the empirical an two-dimensional theory taking into account the nonparallel
theoretical investigations, effects is adequate. The equations of this theory are briefly

The laminar-turbulent transition is usually preceded by presented here.
the Tollmien-Schlichting waves. Several receptivity experi- The problem was solved in the pure (Lagrangian) stream
ments (Morkovin 14]) were provided to understand the phe- function finite difference formulation. This formulation, not



very common in the Navier-Stokes equations solvers, offers The symbol I denotes the covariant derivative of the function.
certain advantages for the eigenvalue analysis. The primitive For further specialized metric tensor coefficients
variables formulation ([9]) results in much larger matrices.

Although the eigenvalues are equal for velocities and pressure 9gi - o2(')g(0 , i7)
one has to deal with the full system. This difference in size 22 = 62 (,7)g(f, 17) (12)
is even more evident becau"e the matrix entries are complex
for the eigenvalue analysis. only g(C, q) and its first order derivatives g9 and g, have to

The unsteady incompressible Navier-Stokes equations writ- be calculated for any transformation.
ten in the stream function formulation take the form: Reynolds number Re and Strouhal number St are expres-

sed as:+t-i(VX P).-V - iAlAi= 0 (1) Re: • St ---- )

U..
S- (2) Discretized, equation (11) can be written as:

We assume that the stream function i(Z,y,t) is a sum of a (A - AB)So = 0 (14)

steady part i(z, y) and the unsteady disturbance , y, t) : and represents the generalized eigenvalue problem.

Y, t) , Y) (z,+ ) + 'y, t) (3) For the eigenvalue calculations complex numbers can be split
into real and imaginary parts so that only the real arithmetic

The disturbance value is assumed to be small compared to has to be applied. Then the two parts of equation (2.10) may
the stream function value. Introducing equation (3) into (1) be written:
we obtain the nonlinear equation:

A%*, - X¼,BIo, + ,jB~pj = 0

0 0 (4) A - AiBp, + A,Bv, =0 (15)

Assuming a small disturbance allows the linearization of the Solution
equation (4) i.e. we ignore the terms containing (t')2 . In

the disturbance equation we separate the time and space de-
pendence: Numerical discretization and meshes

'(z, Y, t) = AX(, y)e-' (5) The discretization of the Navier-Stokes equations (11)

where and disturbance equation (12) is accomplished using the fi-

X = r(St + ia) (6) nite diference method. In both cases the thirteen-point sten-
cil was used. The accuracy of the derivatives for such a stencil

Introducing the above relationship into (4) results in the li- is maximum 0(h 2) for the fourth order terms.The unsteady
near partial differential equation: version contains implicit stepping in time.

1 a2-Y A For all the calculations the orthogonal 0-type mesh ob-
x R-Se 0 (7) tained by the conformal mapping is applied. The Karman-

Trefftz transformation was used for the airfoil calculations.
The fundamental difference between this equation and the The metric coefficients (13) are expressed analytically by
Orr-Sommerfeld one, which is derived in similar manner as- means of symbolic manipulation program to assure the ma-

suming the disturbance form as: ximum accuracy.

'(z, Y, t) = @(y)e•(@Di) (8) Boundary Conditions
For the steady Navier-Stokes equation solution the follo-

is that, while Orr-Sommerfeld equation is an ordinary diffe- wing boundary conditions are used:
rential equation, equation (5) is a partial differential equa-
tion. This means different methods of solution and numerical p= 0 , p., = 0 on the body (16)
problems encountered for the two cases.

To solve the problem for an arbitrary flow geometry the
curvilinear body fitted coordinate system should be used for Dw
the solution of the equation (1) and (7). For orthogonal =--t = 0 pm. .. in the far field (17)
metric the following relations are valid:

The collocation of the vorticity transport equation is made

gij = 0 , g=j = 0 , i i j (9) only for the outflow. For the inflow the Dirichlet boundary
condition with the value of the potential flow solution is ta-

hence equations (1) and (7) can be written as: ken. The boundary conditions for the disturbance equation
(12) are:

+.0 e1"3 Re k P V .. = 0) (O ) =o .,=0 onthebody (18)

=0 (1 
D=i 0 , = 0 in the far field (19)



The Dirichlet boundary condition (zero disturbance) is in-
troduced for the inflow. The introduction of the convective Re = 10
boundary conditions appears to be an important factor of
improving the numerical accuracy, especially for the steady
and unsteady flow calculations.

Solution of the eigenvalue problem Re= 20 -

In any eigenvalue problem the question arises whether all
the eigenvalues are sought or whether determination of only -:-
one or few is satisfactory. Solving similar problem Zebib and
Kim et al. [10,11] applied the QZ type decomposition from
the standard libraries. The advantage of finding all of the
eigenvalues is that no guess values have to be made. For rela-
tively small matrix size, resulting from the use ot the spectral
method or crude FDM meshes this procedure is acceptable
and was uwed in our earlier investigations [7]. Jackson ap- Re 40
plied for the unsymmetrical, complex generalized eigenvalue
problem, appearing in the non-parallel flow stability theory
the inverse iteration method [9]. This concept is also adopted
in our present investigations. The eigenvalue, closest to the
guess value and the related eigenvector are both determined
at the same time. Till now it is the only realistic method for Re = 50
very large equation systems.

The following equations explain the principle steps of this
method. Applying the Newton-Raphson method to equation

(14) we obtain Re = 60

(A - A('")B)(vp('") + dp(')) - dA(")Bw(n) = 0 (20)

which can be written as:

(A - A(n)B),7 ("+1) - Bw(n) (21)
Figure 1L Steady flow solutions for the circular cylinder flow

where the normalization is performed as follows:

•(n+I) = W(n) + d•p(n) (22) the Navier-Stokes equations was performed. The unsteady
one served as the reference data for the comparison to the re-

and sults of eigenvalue analysis. It is characteristic that obtaining
()i = bi, (23) of the unsteady solution near the critical Reynolds number

denotes a unit vector. The correction of dA(") is calculated is difficult. For symmetrical flow some external forcing has
to be introduced. The response of the flow field is dependent

from: on the way the disturbance is introduced. The nearly neutral
, (24) stability of the flow caused that the influence of the distur-

(e7)T"i/("+1) bance dominates the flow even after a long time. In this
The iteration process involves the repeated solution of the case the purely numerical aspects of the computation are of
equation (21), normalization of the eigenvector and correc- much greater significance. Also unsymmetrical flows near the
tion of the eigenvalue. This process continues until conver- critical Reynolds number requires a lot of CPU time to be-
gence of the eigenvector and eigenvalue is achieved. The pro- come fully unstable. The flow patterns of initial periods are
cedure, which consists of LU decomposition at each step with different from the "fully developed" unsteady ones (Fig.12).
a quadratic rate of convergence, was replaced by a method Near the critical Reynolds number such patterns can persist
using only one LU decomposition. The convergence is then over a long time requiring significant amount of CPU time
only linear but the back-substitution time is significantly re- to obtain the real periodic state. Some codes fail to carry
duced compared to the decomposition time, justifying many out the calculations long enough in time and due to unphysi-
iteration steps: cal boundary conditions the solution breaks down when the

(A - AoB)-Bs(n) = (,+l) (25) vorticity reaches the outflow boundary. The unsteady simu-
lation for the Reynolds number higher than the critical one

The scheme is found to be convergent to the eigenvalue clo- is easier. For this reason always the higher Reynolds number
seat to \ and to produce the appropriate eigenvector. unsteady solutions were taken for the comparison with the

stability analysis.

Numeri reslts In the linear stability theory the Navier-Stokes equati-
ons are linearized about a steady flow. The quality of the

The linear stability analysis consist of two steps. First steady solution has then the direct influence on the eigen-
the steady solution of the Navier-Stokes equations has to be value analysis. The accuracy of the solution is the best for
found. In practice both, the steady and unsteady solution of the circular cylinder flow and is decreasing for the ellipsis
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Figure 2: The growth-rate and the Strouhal number for the
circular cylinder flow.

and airfoil flow where leading and trailing edge can cause
numerical problems even for meshes generated by the con-

+o .0.. NO,,,, ,7 ' t11t

satisfactory for the numerical simulation of the flow to use

relatively crude mesh spacing on central, upper and lower
parts of the airfoil. In this case the gradients of the quan- /

tities along the boundary layer are not very large. For the /
eigenvalue analysis however, also the fine discretisation in
this direction is very important. The attempt to detect the
Tolimien.Schlichting waves necessities at least several tenth
of points for 'one period preserving also the fine discretiza- a) b)
tion in the radial direction. The compromise for these two
contradictory requirements was partly obtained by calcula-
tion of the steady solution on one mesh and interpolation of Figure 3: Real (a) and imaginary (b) part of the exgenvector.
the result on another mesh, more suitable for the stability
calculations. theoretically, possible to obtain a steady-state solution, even

The eigenvalue solution was calculated for the external above the critical Reynolds number. The streamlines pat-
flow around the circular cylinder, ellipsis and an airfoil. The terns obtained for the steady flow around a circular cylinder
circular cylinder served as the source of reference data, for are shown in Fig.l. These results served as the input data
the validation of the program because a lot of numerical and for the eigenvalue analysis. The guess value for the Strouhal
experimental results is avaiable. The only existing results number is 0.12 and the growth-rate 0. The result of the cal-
for non-parallel analysis are the circular cylinder results (10, culation consist of the complex eigenvalue for each Reynolds
9]. The flow around the ellipsis was investigated to analyze number together with a complex eigenvector. The growth-
different eigenmodes. The modes characterized by higher rate and the corresponding frequency as the function of the
frequency are clearly appearing for high Reynolds numbers. Reynolds number is shown in Fig.2. Some results of our pre-
Because of the extremely long wake for Re > 200, causing vious investigations using the QZ method are also plotted.
several numerical difficulties such an analysis could not be The results of these calculations are compared with those
carried out for the circular cylinder. Finally the NACA 4412 obtained by Zebib [10], which uses the non-parallel analysis
airfoil flow for a = 0° and a - 150 was shown to examine the in the spectral stream function formulation together with a
potential possibilities connected with the eagenvalue analysis full-matrix eigenvalue solver of a Q7.-type. For the inverse
of this geometry. iteration method, used in our computations, the critical va-

lues are Ree = 46.23 and Ste = 0.1346.
Circular cylinder results The real and irag~inary part of an eigenvector for the in-

For the symmetrical flow around cylinders it is always, creasing Reynolds number is depicted in Fig.3. Over a wide
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Figure 4: Eigenvector velocities (imaginary part): (a) below =fi=-
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range of Reynolds numbers the eigenvector (disturbance) pat-
terns are very similar, showing the physical aspects of the
phenomena to be already present in flows of fairly small T 12.0
Reynolds number. The increase in Reynolds number allows •' "/
these modes to cross the zero-growth-rate line and emerge as t120
instabilities. The problem arises if there is any difference in -
eigenvector patterns bellow and above the critical Reynolds-
number. It is known from the parallel flow stability analy.T 14.4 .I"

sis that the wake stability is governed by its characteristics . .
in the vicinity of the rear stagnation point. Careful study
of the eigenvector values near the cylinder shows (Fig.4) the
difference in the disturbance patterns above the Re.. This -

enhance the onset of the Karman vortex street. T =168••

To evaluate how realistic are the obtained eigenvalue so- - , , -J)
lutions the disturbance is summed with the steady-state solu-
tion for Re = 90. As the reference the unsteady flow simula-
tion for Re=f100 is taken (Fig.5). The same periodic patterns -

are present in both pictures. This proves that for the cylinder T-8- 18.4

flow instability the non-linear effects are not significant. 0.

Ellipsis flow
Following the approach for the circular cylinder flow the .

elliptic cylinder was analyzed. It is known from experiments T2 20.0
for the bodies with different cross-sections that the proper

scaling of Strouhal number is based on the dimension per- K'-
pendicular to the main flow direction. For such a scaling its
value is not much different for various shape of the cylinder. T-21.6- "
The critical Reynolds number reflects also the overall shape
of the body. The relation between the axis ratio of the el- Ii
lipsis and the critical Reynolds number was studied earlier "

[8]. For the oblong ellipsis situated parallel to the flow di-
rection the critical Reynolds number is increasing while the - - --
slope of the growth-rate curve becomes smaller, comparing a) b)
to the circular cylinder results. As can be expected the Kar-
man vortex street mode results differ only slightly from ones
obtained for the circular cylinder. The eigenvector patterns, Figure 5: Kand vortex street (a) superposition of the di-
growth-rate and frequency relations for increasing Reynolds sturbance and steady solution, Re = 90 (b) unsteady 1imu-
numbers are similar to the circular cylinder ones. The in- lation, Re = 100
teresting results are obtained also for the Reynolds number
higher than the critical one. We assume that the steady flow
solution coincides with the real one in the boundary layer and
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Figure 6: Higher mode eigenvector (real part) for the 1:5 "": No.'. '•',
ellipsis flow, Re = 200

the shear layer near the body, even for the Reynolds number
higher than the critical one. The justification for such an Figure 7: The growth-rate and the Strouhal number for the
assumption are the experimental investigations of Kourta et for 1:5 ellipsis flow

al. [13] and Unal and Rockwell [14) in the higher Reynolds
number range the Karman vortices are formed not directly values are small, containing the boundary layer, separation
behind the cylinder. Between the cý ,inder and the vortex and wake region and the "stiff" part where the stream func-
street a dead fluid zone is found, bounded by two nearly tion values are large in comparison to the disturbance. It is
parallel shear layers. A& the Re-ý --iolds number increases the obvious that when adding the disturbance and steady state
length of the dead-fluid zone decreases and the location of solution only the "soft" part is "modulated" while the "stiff"
the first instability waves in the shear layer moves upstream. one is practically not influenced (Fig.8). For this reason the
According to the results of the parallel flow stability analysis considerations concerning the eigenvector patterns outside
the unsteady behavior of the fluid is governed by the flow in the "soft" region have very limited practical meaning. This
direct neighborhood of the body. This conclusion allows us conclusion is confirmed by numerical calculations, showing
to cut the steady solution and limit the computational do- that the "soft" regions of the eigenvector are related to the
main. The fact that the length of the wake, obtained as the growth-rate and frequency value. The rest of the field is more
steady-state solution of the Navier-Stokes equations exceeds likely influenced by numerical aspects of the computations.
the assumed "infinity" distance (the wake end is outside the For the Blasius profile instability the Tollmien-Schlichting
computational domain) is in context of the eigenvalue ana- wave length is approximately six times larger than the boun-
lyiis not relevant. dary layer thickness. Since the boundary layer on the ellipsis

This steady flow solution is was used as the base for the is relatively thick for the range of the Reynolds numbers ap-
eigenvalue analysis. The assumea guess frequency is higher plied in the calculations the e.etected Tollmien-$chlicht-ag
than for the Karman vortex mode. The result of the higher waves are also long. The shorter ones, for higher Reynolds
mode analysis is depicted in Fig.7 and 8. The growth-rate numbers require much finer me.zhes, especially in the circum-
is a function of both Reynolds number and mode, so that ferential direction. The eigenvector cells. located on the ellip.
different modes are preferentially amplified as the Reynolds sis surface near the leading edge are shorter (in the circumfe-
number increases. In Fig. 7 the growth-rate and the Strouhal rential direction) than the ones in the separation region. For
number for higher mode is depicted together with the first a given constant frequency which is the same for the whole
one for the ellipsis having the axis ratio 1:5. The temporal field it can mean only that the wave propagates slower near
evolution of tne waves is shown in Fig. d. The amplitude of the leading edge and faster in the separation region. The
the wave is raising in the direction of the separation. The propagation along the thear layer of the wake has approxi-
waves on the upper a- d lower surface of the ellipsis are shif- mately constant velocity. Ali Lhe found eigenvalues for the
ted in phase as the result of superposition of the symmetric Tollmien-Schlichting mode were damped ones. The question
pattern of disturbances and anti-tymmetr-.: stream function. arises if the Tollmnien-Schlichting wave, considered globally,
The characteristic patterns for all higher modes investigated in the boundary layer and propagating further along shear
are the family of branches of disturbance streamlines having layer can become amplified without external excitation. The
sequentially positivt and negative values. Each brancli is growth-rate is raising with the increasing Reynolds number
ended with a cell located in the vicinity of the maximum and one can expect that the higher mode wave will become
velocity gradients in the boundary or ahea layer. T he eigen, only slightly damped or even amplified for the high enough
vector patterns should be analyzed in connection with the Reynolds number.
steady flow solution. The disturbance is added to it to ob- For any flow around the cylinder exist many eigeanmo-
tain the unsteady flow. In the steady solution two regions des. In practice near any given frequency exist an eigenvalue,
can be distinguished - "soft" part where the stream function mostly with such an low growth-rate that it is unlikely that
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Figure 9: Steady flow solutions - NACA 4412, a - 150

it can emerge as the instability. Similar conclusions can be
drawn on base of the Kim [11] results.

Different eigenvectors can be classified into at least two
groups. One characteristic eigenvector pattern is connected

I , u- • with the onset of the Karman vortex street. Fig.3 shows this
mode for the circular cylinder. Jackson (9] has shown the
same patterns. Similar mcde was detected by Karniadakis et
al. (5] who investigated the flow around the circular cylinder
placed in the channel bounded with two parallel plates. This
mode is called there the central mode and dominates for the
cylinder placed near the symmetry axis. Moving the cylinder
toward the wall causes switching to the "wall mode" which is
related to the Tollmien-Schlichting waves. For the external

S .flow around the cylinder the "wall" mode forms similar cells
located however on the body and in the shear layer.

The airfoil flow
The another cylinder flow which was considered is the

airfoil flow. As the example geometry the NACA4412 airfoil
is taken. Two different angles of attack were considered.
For a = 150 the stall is evident and the regular Karman
vortex street appears for high enough Reynolds number. The
numerical simulation of such a flow was performed by Shfitz
[6]. For a = 00 dominating phenomena take place in the
boundary and shear layer.

First the steady flow solution has been found (Fig.9). The
T =.1 character of the steady flow solution for a = 150 is different

from the circular cylinder one. (Fig.l, Fig.9). While for the
circular cylinder the wake consist ot two bubles, there is only
one for the airfoil flow.

The eigenvalue analysis gave the fastest growing mode
Figure 8: Tollrien-Schiichting waves - temporal evolution (Fig.10).
for the 1:5 ellipsis flow, Re = 200 ýor a = 150 the flow becomes unstable at Re = 335. The

eigenvector patterns are in this case also very similar to ones
for the circular cylinder (Fig.11). I- Fig.13 the comparison
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Figure 13: tReal part of the eigenvector. airfoil flow, a 150~ Figure 14: NACA 4412 airfoil flow: (a) superposition of the
a) Re = 100, b) Re= 0 steady solution and disturbance fields, Re = 600, (b) un-

steady simulation, Re = 1000
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Figure 10: The growth-rate and the Strouhal number for the Re 5500
airfoil flow

between the real part of theeigenvector for Re= 100 and
Re = 500 is shown. The value of the disturbance is growing 0
with the flow direction for both cams. It is normalized, so
the disturbanvi reaches the same ma.ximum, located in the6Re 600
vicinity of the outflow boundary. Because for Re = 100 ,.=.. •.6
(Fig.13) the growth-rate is negative the disturbance will be (
damped after a long enough time. The flow for Re = 500 W_ (\
is unstable. The disturbance is growing both in time and in-- ,/ -•

the flow direction. The characteristic feature for the higher / { K I * - (
Reynolds numbers flows is the much larger amplitudes of the ( \ j \ ,J.,
disturbance in the wake close to the airfoil.

To compare the obtained eigenvalue analysis results with
the real flow patterns the unsteady simulation was used. The a) b)
simulation was performed for Re = 1000. The early stages
of unsteady simulation exhibit patterns significantly different
from the "fully developed" ones (Fig.12). This discrepancy Figure 11: Real (a) and imaginary (b) pat of the eigenvector

is even greater in the neighborhood of the critical value. For airfoil flow, a - 15°

this reason to compare with the eigenvalue analysis one pe-
riod was taken after long enough time (i = 56.8 to t = 64.0). an moving closer to the airfoil. The disturbances form now
Earlier periods are "spoiled" by the initial flow development. cells attaching the airfoil and forming the *wall" mode. The
The comparison of the flow patterns for Re = 600 (eigen- boundary layer is now 'modulated" in the way simlar to the
value analysis) and Re = 1000 (unsteady simulation) show ellipsis flow. For a = 00 the Karman vortex Ateet mode also
very good qualitative agreement. All the mechanisms of the exists, although it is strongly damped for the small Reynolds
vortex shedding are properly reproduced. This fact is one numbers.
more proof that the Karman vortex street, especially near
the body has the linema character. concusions

For the angle of attack equal 00 till Re = 800 exists no
separation on the airfoil. The higher mode solution forms two It was shown that non-parallel flow stability Analysis is a
row of cells (Fig.15) which are close to the airfoil only near the method most suitable for determination of the wake flow in-
leading edge. When added to the steady flow solution only stability. Several exampla , calculated for differet Reynolds
the shear layer behind the airfoil is effected (Fig.16). The numbers and geometries ranging from circular cylinder to the
flow is stable because the growth-rate is negative, but if it airfoil with the angle of attack, show that the method is a
becomes unstable it is the Kelvin-Helmholz type of instability general tool for prediction of the wake instahility. It is of

of the shear layer. For increasing Reynolds numbers the cells advantage of this method, comparing to other numerical ap-



We belive that the method presented here will enable
a) the stability analysis of any flow as a whole, without brea-

king it into pieces or restricting considerations to single type
and that all instability phenomena are reflected in the non-
parallel flow eigenvalue solutions.
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ABSTRA"

The effect of a simulated glaze ice accretion on the aerodynamic performance of a three-dimensional
wing is studied experimentally. Results are reviewed from earlier two-dimensional tests which show the
character of the large leading-edge separation bubbles caused by the simulated ice accretion. The 2-D
bubbles are found to closely resemble well known airfoil laminar separation bubbles. For the 3-D
experiments a semispan wing of effective aspect ratio five was mounted from the sidewall of the UIUC
subsonic wind tunnel. The model uses a NACA 0012 airfoil section on a rectangular planform with
interchangeable tip and root sections to allow for 0- and 30-degree sweep. A three-component sidewall
balance was used to measure lift, drag and pitching moment on the clean and iced model. Fluorescent oil
flow visualization has been performed on the iced model and reveals extensive spanwise and vortical flow
in the separation bubble aft of the upper surface horn. Sidewall interaction and spanwise nonuniformity are
also seen on the unswept model. Comparisons to the computed flow fields are shown. Results are also
shown for roughness effects on the straight wing. Sand grain roughness on the ice shape is seen to have
a different effect than isolated 3-D roughness elements.

I. INTRODUCTION pressures on a straight aspect ratio 5 wing with a
NACA 0012 section and the simulated ice shape

The operation of aircraft in icing conditions of ref. 1 - 3. Kwonr compared Navier-Stokes
are affected by large performance penalties due calculations to these data and showed good
to ice accretion on unprotected surfaces. results except near the root where the sidewall
Understanding the aerodynamic penalties due to boundary conditions differed. Sankard modeled
ice accretion on both lifting and non-lifting the tunnel sidewall and improved the prediction
surfaces is important since many components are near the root. Khodadoustf and Bragg" extended
not ice protected. The initial cost, cost of the 3-D wing pressure measurements to include
maintenance and weight penalty associated with the effect of wing sweep.
ice protection systems makes their use practical
on only the most critical components. In this paper, the 3-D results on both the

straight and swept wing will be reviewed.
Most icing experiments, where aerodynamic Emphasis will be on the experimental results with

measurements have been made, have only dealt some comparison to the computational data.
with two-dimensional aircraft components. The Flow visualization results will be presented which
experimental work of Bragg et. al.2 -, and the cdearly show the very 3-D features of the flow field
corresponding computational research of about the iced, swept wing. The effect of
Potapczuk4 , Cebecd, and SankaP, have focused sandgrain and isolated 3-D roughness on the
on a 2-D NACA 0012 airfoil with a simulated glaze unswept wing are discussed. The two roughness
ice accretion. On1 the most recent work, Bragg models are shown to have a very different effect
et. a17 9 and Kwonr have begun to investigate the on the wing maximum lift coefficient. However,
flow field about a wing with simulated glaze-ice first a brief review oi earlier 2-D data taken using
accretion. Bragg7 measured the surface
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this ice shape should help put the current 3-D row of taps has 80 taps in the no-ice
results in perspective, configuration and 83 in the iced configuration.

The other 4 rows on the main element have 40
and 41 taps in the no-ice and iced configurations,
respectively. Including the 21 taps on the wing

II. EXPERIMENTAL PROCEDURE tip section, the model has a total of 261 taps in
the no-ice configuration and 268 taps in the iced

The most recent tests were conducted in the configuration. Pressure measurements were
subsonic wind tunnel at the University of Illinois at made using 6 Scanivalves.
Urbana-Champaign. The tunnel is of conventional
design with approximately a three-by-four foot test A three-component sidewall balance was
section, eight feet in length. The tunnel operates designed and constructed for the 3-D experiment.
at speeds from zero to 165 mile per hour at The balance is used to determine model lift, drag
Reynolds numbers of up to 1.5 x 106 per foot. and pitching moment by measuring the normal,
The tunnel is of open return type and uses four axial and moment. The balance is mounted
turbulence screens and honeycomb in the settling outside the tunnel with the model spar passing
chamber to reduce tunnel turbulence to through the tunnel wall and down the center of
approximately .07 percent. Earlier experimental the balance. A 0.1 inch gap was left between the
data were acquired in a similar, three-by-five foot model and the sidewall to avoid any balance
tunnel, at The Ohio State University. interference. Doubling the gap had no

measurable effect on the model measured loads.
The 2-D model used for these tests was a 21- Balance calibration resulted in linear primary

inch chord NACA 0012 airfoil. The first 15 percent coefficients and balance interactions.
of the leading edge was removable so a simulated
ice accretion could be installed. The ice accretion Flow visualization was performed on the
used was a simulation of that measured on a models using fluoescent oil. The oil is placed on
NACA 0012 airfoil in the NASA Icing Research the models and the tunnel is run until the flow
Tunnel, Fig. 1. The icing conditions were a free- pattern is established. The oil is illuminated with
stream velocity of 130 mph, angle of attack of 4 ultraviolet light and photographed with a 35mm
degrees, icing time of 5 minutes, volume median camera. The flow visualization was performed at
diameter droplet of 20 microns, LWC=2.1 g/m3  a chord Reynolds number of 1.2 million.
and a temperature of 18' F. Under these
conditions the ice which accretes is considered Data acquisition and reduction was performed
glaze. Data on the 2-D model was taken from its at UIUC using an AT&T 6386WGS PC and the
approximately 95 surface pressure taps and a ASYST version 3.1 software written by ASYST
wake-survey probe. Detailed measurements were Technologies Software Inc. A Data Translation
taken in the separation bubble with a split hot-film model DT2821-F16SE A to D board ( 12 bit, 16
probeP which could detect and measure reverse channel and 140kHz) was used to acquire the
flow. data. The sensors were excited, and the outputs

filtered and gained as needed by eight
The 3-D model used for this test is a Measurement Group model 2200 signal

semispan wing with a chord of 15.0 inches and a conditioners.
span of 37.5 inches when in the unswept position,
Fig. 2. The swept wing has a sweep of 30 The pressure data, both model surface
degrees and a span of 35.18 inches. A NACA pressures and facility transducers, were acquired
0012 airfoil section was chosen to compare to and reduced in the usual fashion and a detailed
earlier 2-D tests. The model consists of several discussion will not be presented here. Pressure
components to allow wing sweep and to allow data were taken at a nominal Reynolds number of
different simulated ice shapes to be tested 1.5 million. Model pressures were converted to
through interchangeable leading edges. Two pressure coefficients using the tunnel dynamic
leading edges have been constructed for the pressure measured on each of the Scanivalves.
model ahead of the 15 percent station, a NACA Note that when span loads are shown, Y is taken
0012 leading edge and the simulated glaze ice parallel to the leading edge and q is taken along
accretion. the tap lines perpendicular to the leading edge.

Balance data were acquired using 300 samples
The model is equipped with surface static per channel at 200 Hz and averaged to get one

pressure taps. The taps are located in 5 major data point. The balance and model gravity tares
rows plus a row on the tip section. The centedine are taken and subtracted from the data. Wall
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corrections are made to the data based on the where the constant pressure ends. The turbulent
method of Rae and Pope' 2. These data were mixing in the shear layer leads to reattachment
taken at a chord Reynolds number of 1.2 million, downstream after some degree of pressure

recovery. In this case reattachment occurs at x/c
= 0.16 d. A separation bubble Is also seen in the
pressure distribution on the lower surface. It's

Ill. RESULTS AND DISCUSSION behavior is similar to the upper surface bubble.
Note that comparing the pressure distribution to

2-D Result the profiles of Fig. 3, the largest reverse flow
velocity occurs at x/c = 0.08, the end of the

Two-dimensional experimental results on an constant pressure plateau. This compares
airfoil with a simulated ice accretion have been qualitatively to the classic model of a
taken by Bragg et. al.- 3 . The results shown are reattachment vortex in a laminar separation
with and without the simulated glaze ice accretion bubble.
shown in Fig. 1. Glaze ice accretions are
characterized by the "horns" which are the spoiler Figure 5 shows the bubble size and shape as
like protrusions that are formed. These horns indicated by the separation streamlines for the
cause significant alteration of the airfoil flow field upper and lower surface bubbles calculated from
through the formation of separation bubbles. the mean velocity measurements. At a = 0
Here some information on these bubbles is degrees both upper and lower surface bubbles
presented as an introduction for the 3-D data. A are quite large. As the angle of attack increases,
more detailed discussion of the 2-D ice-induced the upper surface bubble grows slowly from 0 to
separation bubbles can be found in ref. 13. 2 degrees and more rapidly from 2 to 4 degrees.

Between 4 and 6 degrees the bubble grows
Figure 3 shows the split hot-film measured rapidly and the bubble becomes unsteady. The

velocity profiles in the upper and lower surface bubble fails to reattach at angles much above 6
separation bubbles at an angle of attack of 4 degrees. The lower surface bubble decreases
degrees. First, consider the upper surface rapidly in size at first as a is increased, but
measurements. The first profile is taken at x/c = changes little in length between 2 and 4 degrees
-0.02, just behind the ice horn. The flow is angle of attack. The location of maximum bubble
separated here with a very thin region of reverse thickness measured normal to the surface occurs
and shear flow. The reverse flow region grows at the transition location for bubbles on smooth
rapidly as we move downstream to x/c = 0.02. airfoilsm4. However, here due to the surface
Note that the reverse flow is very slow, rarely geometry, this does not correlate to the transition
exceeding 20 ft/sec or about 15 percent of the locations indicated by the surface pressures.
free-stream velocity. As the flow moves
downstream the shear layer thickens and the Measured boundary-layer momentum
amount of reverse flow decreases until the thickness for the upper surface taken from the
boundary layer reattaches around x/c = 0.16. split hot-film data are shown in Fig. 6. The
Immediately downstream a distorted turbulent momentum thickntass grows rapidly from the
boundary layer is seen. Flow in the lower surface separn o atn pon a rate relatively independent of
bubble is similar with reattachment of the bubble angle of attack. For angles of attack of 0, 2 and
occurring between x/c = 0.12 and 0.14. Similar 4 degrees a maximum value is reached in the
trends are also seen at 0 and 2 degrees angle of bubble. This maximum value moves downstream
attack, with angle of attack, x/c = .02, .04 and .08

respectively, and the maximum value increases
In Fig. 4 the measured pressure distribution with angle of attack. A local minima is reached

about a NACA 0012 airfoil, with and without the further downstream in the vicinity of, but slightly
simulated ice accretion of Fig. 1, is shown. The ahead of the reattachment point. The values are
clean airfoil shows the well known pressure x/c = .06, .08 and .14, for the angles of attack of
distribution about a NACA 0012 airfoil. Looking 0, 2 and 4 degrees, respectively. Downstream of
on the upper surface of the iced airfoil, a region the bubble reattachment, the momentum
of almost constant pressure is seen extending thickness rises slightly, falls again, then grows
from the leading edge to x/c = 0.08. This steadily over the region x/c = 0.3 to the trailing
indicates that a leading-edge separation bubble is edge. At 6 degrees angle of attack the character
present. These bubbles, although quite large, act of the curve has changed. Here reattachment is
like classical airfoil laminar separation bubbles13, shown by a leveling off of the momentum
14. The bubble and shear layer are initially laminar thickness and a slight decrease around x/c = .35.
with shear layer transition occurring in the region The momentum thickness rises rapidly thereafter.
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This simulated iced airfoil reaches maximum lift at tracked over the wing. The , = 4° flow
7 degrees angle of attack and the bubble is visualization clearly shows the formation of a
completely burst at 8 degrees angle of attack. At leading edge vortex. This vortex forms in the
6 degrees the separated flow is observed to be separation bubble aft of the upper surface ice
very unsteady and the bubble large and horn. The vortex grows in diameter as it moves
approaching a bursting condition. out from the root to the tip. Spanwise velocities

in the vortex are seen to be quite large. Also
Briley and McDonald15 show calculated note that significant spanwise flow is seen aft of

momentum thickness values in a laminar the leading-edge vortex, particularly near the tip.
separation bubble on a NACA 663 -018 airfoil. Their
results show a slight reduction in momentum The CFD particle-trace flow visualization
thickness after shear layer transition, and a rapid shows a complex flow field for the iced swept
rise occurring just before reattachment. These wing at a = if. The leading edge separation
trends compare well to the data presented here. bubble seen at 4 degrees has now enlarged
In fact, as shown in reference 13, the significantly. The particles tracked in the
measurements made in the separation bubble aft separation bubble are shown to heavily interact
of the ice horn compare qualitatively to a classic with the particles tracked on the wing further
laminar separation bubble of the long bubble downstream. This is partly due to the stall
type. characteristics of a swept wing. A swept wing

tends to stall at the wing tip first. The CFD flow
visualization shows a massively separated flow

3-D Results region on the swept wing starting near the wing
tip and extending into the midspan region of the

A sketch of the 3D model in the swept and wing, engulfing the separation bubble region.
straight configurations is shown in Fig. 2. Initial
tests with the 3-D model were carried out in the In Fig. 9, experimental and computational
straight-wing configuration. These tests were surface flow visualization results are shown. The
conducted primarily to generate data to compare computational results are from simulated oil flow
to the 2-D data already availableý3 . More recent generated by tracing the trajectories of massless
measurements, which have been used for particles introduced into the Navier-Stokes flow
comparison to the Navier-Stokes computations of field. The experiment was conducted at a chord
Kwon and Sankar, have utilized the 3-D model in reynolds number of 1.2 million while the
both the swept and straight configurations. computation was carried out at 1.5 million. Here,

the leading edge vortex grows in size as it moves
Figure 7 shows flow visualization results on from the root to the tip. In the computational

the straight wing at ct = 4 and 8f. At 4 degrees result, the reattachment line moves back to about
the oil flow reveals a very 2-D flow. The only 3-D 80 percent chord near the tip. Ahead of this line
character is d small interaction seen with the wing the vortex-induced surface flow is forward into the
tip vortex. Although difficult to see in these free stream and towards the tip as before. A
reproductions, an ice-induced separation bubble similar result is seen in the experimental data.
exists at the leading edge. It reattaches around Near the tip the flow is essentially parallel to the
15 percent chord. In the 8 degree case the trailing edge behind the reattachment line. The
bubble reattachment can be seen to vary greatly interaction of the large leading-edge vortex and
in the spanwise direction. The maximum extent the tip vortex causes an interesting flow at the tip.
of the bubble is over fifty percent chord, about The flow moves forward toward the leading edge
1/3 of the semispan inboard. Due to the 3-D then turns back towards the trailing edge, all the
induced flow, the effective angle of attack reduces time flowing outboard. Near the trailing edge this
as the wing tip is approached, and the bubble motion is more pronounced in the experimental
reattachment moves forward. Near the root, the data. The experimental data shows a somewhat
bubble also reduces in length. This is due to a different flow at the tip in the midchord to leading-
sidewall separation which forces early edge region. This is probably due to the simpler
reattachment of the bubble"1.16. leading-edge geometry used in the CFD model.

The presence of spanwise flow on the wing is Span loads for both the iced and no-iced
greatly affected by the wing sweep. This result configuLations of the 3-D straight wing are shown
can be seen in CFD flow visualization' 7 shown in in Fig. 10. These data were obtained by
Fig. 8. For the CFD flow visualization, the integrating the pressure data to obtain sectional
location of several massless air-stream particles is lift coefficients. At 0 and 2 degrees angle of
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attack the two span loads are amazingly similar, result of the particles' action is similar to the
This Indicates, as can also be seen in the 3-D lift, results of vortex generators. The effect of the
that the zero-lift angle and lift-curve slopes are not roughness becomes particularly evident near the
affected by the simulated ice. It is well known stall regime. In this regime, the flow seems to
that a straight rectangular wing stalls first at the remain attached somewhat longer, therefore
root. This is clearly seen in the iced span load producing a potentially softer stall at both positive
data as the sectional lift values on the Inboard and negative angles of attack. Neither of these
wing fall below those of the clean model as the two types of roughness may correctly model the
angle of attack is Increased. This occurs due to actual 3-D, and highly Irregular roughness found
the bursting of the Ice-induced separation bubble on actual ice accretions. More research on
near the root where the effective angle of attack surface roughness effects Is needed.
is high.

The lift performance of the straight wing,
The spanwise wing loading for the swept wing measured with a three component balance, Is

is shown in Fig. 11 for positive angles of attack shown in Fig. 13. Comparison between the clean
form 0 to 8 degrees. As expected, the presence wing, the clean wing with roughness, and the iced
of the Ice shape has caused a reduction In wing wing with rough leading edge reveal no
loading, especially on the outboard sections appreciable change in the lift curve slope of the
where stall occurs first on a swept wing. Contrast wing. The angle of stall, however, is shown to be
this to the straight wing in Fig. 10 where the root directly affected by the presence of roughness.
stalls first. The straight wing stalls at a = 170 in the clean

configuration. With the addition of roughness, the
As a part of the experimental icing research, stall angle is reduced to 1i. The presence of

the effect of roughness was studied on the leading edge ice In addition to roughness further
aerodynamic performance of the straight wing in reduces the stall angle to 10f. In addition to the
the iced and un-iced configurations. Two types of stall angle, roughness is shown to affect the post
roughness were examined on the straight wing: stall performance of the straight wing.
isotropic and three-dimensional roughness. The
isotropic roughness was a 50-grit sandpaper
roughness with k\c = 0.0010. The 3-D roughness
were 0.25 x 0.25 inch squares, 0.054 Inch high, IV. SUMMARY
placed offset 0.5 Inches apart in rows. In Fig. 12,
the section lift performance of the smooth Ice The glaze ice accretion studied in this paper
shape is compared with the section lift had a severe effect on the aerodynamics of the
performance of the iced wing when isotropic and NACA 0012 airfoil. The 2-D data clearly showed
3-D roughness is added. The results indicate that the laminar separation bubble which Is a
in the linear region, a = -6 to 6 deg., neither the dominant feature of the iced airfoil flow field. The
isotropic nor the 3-D roughness significantly affect bubble causes a large drag increase and early
the lift performance of the wing. In the non-linear airfoil stall when the bubble bursts and fails to
region, the isotropic roughness has little effect on reattach. The bubble has the characteristics of a
the positive stall angle, with a small reduction In classic long bubble type airfoil laminar separation
maximum lift. At negative angles of attack, an bubble. A straight aspect ratio five wing was
earlier stall onset is seen with a reduction in lift tested with the same simulated ice accretion.
due to the roughness. Flow visualization results showed a fairly 2-D flow

on this unswept wing. Significant sidewall
The effect of the 3-D roughness on the boundary-layer interaction was seen in the flow

section performance of the model seems to be visualization as well. The wall boundary layer in
somewhat different In the stall regime. Here, a the tunnel affected the results by delaying the root
distinct stall angle can not be detected In either stall. When this was modelled properly in the
the positive or the negative range of angles of CFD code the results for span load compared
attack. Rather, at the angle where the wing favorably.
section stalls In the smooth-ice case, the lift-curve
slope changes but the lift continues to Increase. The swept wing was seen to have a very

three.dimensional flow field. At low angle of
This phenomena could be attributed to the attack, flow visualization shows a strong leading

size of the three-dimensional roughness used. edge vortex formed in the separated flow aft of
The 3-D roughness is three times larger than the the upper surface ice horn. Spanwise flow in the
partildes which form the isotropic roughness. The vortex is significant. As the angle of attack is
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increased, the vortex grows, especially near the
tip, and a very three-dimensional flow develops. 4. Potapczuk, M. G., "Navier-Stokes
Since the swept wing stalls first at the tip, the wall Computations for a NACA 0012 Airfoil with
boundary layer has little effect on these results. Leading Edge Ice', AIAA Paper No. 87-0101,
Comparison of the experimental results to the presented at the 25th Aerospace Sciences
computations are good. Meeting, Reno, Nevada, Jan. 12-15, 1987.

Surface roughness effects were presented on 5. Cebeci, T., "Effects of Environmentally
the unswept wing. Both sandgrain roughness and Imposed Roughness on Airfoil Performance5 ,
isolated 3-D roughness elements were placed on NASA CR 179639, June 1987.
the simulated Ice accretion. The effects were
exactly the opposite with the 3-D roughness 6. Sankar, L N., Wu, J. C. and Kwon, 0. J.,
actually increasing the maximum lift of the Iced, "Development of Two- and Three-Dimensional
unswept wing. Much more research is needed on Navier-Stokes Solvers for Aircraft Icing Studies!,
roughness effects on Iced airfoils and Its effect on presented at the Annual Airfoil Performance-In-
the leading- edge separation which is so.critical to Icing Workshop, NASA Lewis Research Center,
the iced airfoil performance. Roughness models Cleveland, Ohio, July 25, 1988.
more complex than simple sandgrain roughness
will have to be developed to properly reproduce 7. Bragg, M. B. and Khodadoust, A., "Effect of
actual ice roughness effects. Simulated Glaze Ice On a Rectangular Wingo,

AiAA-89-0750, paper presented at the 27th
Future research will Include laser Doppler Aerospace Sciences Meeting, Reno, Nevada,

velocimeter data for a more detailed look at these January 9-12, 1989.
3-D flow fields. This will provide a more complete
picture of the 3-D separation bubbles. Research 8. Khodadoust, A. and Bragg, M. B., "Measured
on roughness effects and its proper modelling are Aerodynamic Performance of a Swept Wing With
also underway to improve our understanding of a Simulated Glaze Ice Accretion',AiAA Paper 90-
this complex flow. 0490, 1990.
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Numerical Modeling of Runback Water on Ice Protected

Aircraft Surfaces

Kamel M. AI-Khalil*
National Research Council, Washington, D.C. 20418

Theo G. Keith, Jr.t, Kenneth J. De Wittt
The University of Toledo, Toledo, Ohio 43606

A numerical simulation for "running wet" aircraft anti-icing systems is developed. The model
includes breakup of the water film, which exists in regions of direct impingement, into individual
rivulets. The wetness factor distribution resulting from the film breakup and the rivulet configuration
on the surface are predicted in the numerical solution procedure. The solid wall is modeled as a multi-
layer structure and the anti-icing system used is of the thermal type utilizing hot air and/or electrical
heating elements embedded within the layers. Details of the calculation procedure and the methods used
are presented.

w = velocity in a rivulet in the flow direction
NomenclatureT teerur

T = teHIPeAM•
Cp = specific heat a = thermal diffusivity
F = wetness factor
hi = heat transfer coefficient between the hot air and = rivulet contact angle with the solid surface

the inner surface of the wall 8f = equivalent rectangular film thickness of a

hw = heat transfer coefficient between the outer rivulet

surface of the wall and the runback water A = ratio of rivulet v[th to wetness factor, or
h.. = heat transfer coefficient between the free stream distance between' two adjacent surface

and the outer surface of the wall streamlines

k = thermal conductivity 17 = droplet collection efficiency

Lv = latent heat of vaporization of water A = dynamic viscosity of water

L WC = liquid Water Content 4 = area correction factor for heat loss from a
M = molecular mass, number of grids across film rectangular film to the ambient
m = runback water mass flow rate p = density

m = rate of mass transfer per unit area = surface shear force (friction)
P = static pressure = free stream relative humidity
Pr = Prandd number
q = rate of heat transfer

q" = rate of heat transfer per unit area a =anti-ice air
S= rate of heat generation per unit volume anti-ice

R = rivulet radius
r = recovery factor e - property at edge of the boundary layer

Sc = Schmidt number evap = evaporation from outer cowl surface

V = flowfield velocity f liquid film
imp - impingement on outer cowl surface
m a solid wall composed of several layers

NRC Research Associate, NASA Lewis Research Ceer. - rivulet
t Professor. Mechanical Engineering Dept. yap, v - vapor, saturated vapor

t Professor. Chemical Engineering Dept. w wall or rtmback water

Fifth Symposium on Numerical & Physical Aspects of w at free saram conditions

Aerodynamic Flows. Long Beach. CA. Jan. 13-15, 1992.
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m thicknesses and in the flow direction along a streamline on
the surface. Spanwise temperature dependence is assumed

I = layer number in the composite wall to be negligible. However, the latter is accounted for by
n = Az step level (grid number in the z-direction) performing energy balances on control volumes whose

spanwise widths extend between two adjacent streamlines
I. Introduction on the aircraft surface.

The problem of aircraft icing has been the focus of 11.1 Runback Water
study of many researchers for a number years. The
detrimental effects of ice accretion on critical surfaces can II1..1 Hydrodlnamics:
jeopardize flight safety as well as the overall aircraft The rate of water impingement on aircraft surfaces,
performance. Consequently, accurate modeling and due to the existence of undisturbed suipecooled liquid water
extensive study of the icing process are necessary. Two droplets in clouds, is relatively small. This and
general methods of ice protection have been developed: De- aerodynamic forces result in a very shallow water film
icing methods for the intermittent removal of ice buildup flowing over the skin surface. Consequently, the surface
by destroying the bond between the ice and the surface, and water behavior is controlled not only by aerodynamic and
anti-icing methods for the prevention of ice formation on body forces, but also by surface tension forces and surface
critical surfaces such as engine nacelles. roughness.

The availability of high-speed digital computers has In the direct impingement regions, i.e., in the
favored the use of numerical techniques and the Intedrcimngm trgosi.,nthdevelopmentu of computericds toesigniqu and an ze i neighborhood of the stagnation point, the water tends to
development of computer codes to design and m ice wet the entire surface due to incoming droplets and due to
protection systems. It is felt that the latter can minimize water running back from upstream locations. However, at
the cost associated with the required experimental testing or downstream of the impingement limit, the liquid film
by providing a tool that is at least capable of predicting could become unstable due to surface tension forces that
preliminary results. cause the surface water to coalesce into individual streams,

Most studies related to aircraft icing have been referred to as rivulets, separated by dry areas.
committed to the prediction of ice shapes and the A detailed study on the hydrodynamics and a stability
determination of their detrimental effects on aerodynamic analysis of surface water was presented in Ref. (5]. For
performance of the aircraft components. At this time, completeness, some of the essential features are presented
research in running wet an '-icing systems is quite basic, here without further discussion. The film/rivulet flow in
and runback is treated in ajrimitive manner. The NASA the streamwise (z) direction is caused by a shear force
Lewis Research Center 4 been a major contributor in acting at the liquid-air interface. The latter force is
conducting and sponsoring studies related to computer obtained from the results of the skin friction factor
modeling of aircraft icing processes as well as computed from viscous aerodynamic calculations of the
experimental testing in its Icing Research Tunnel (IRT). flowfiel.
As a result, LEWICE [1], an ice accretion prediction code,
was developed for unprotected airfoil surfaces. The A rectangular film model was chosen to
approach used in the modeling consists of performing mathematically represent the heat transfer process in a
mass and energy balances on the surface water. The rivulet as shown in Fig 1. This model was found
wetness factor issue is ignored and the runback water is appropriate to the current problem for various reasons
assumed to wet the entire surface at a particular location, discussed in Ref. (6]. The criteria used for the new
Consequently, the amount of required heat to anti-ice the nback water configuration are as follows:
surface is under-estimated. * The wetness factor is preserved, i.e., the widths of a

Several investigators have produced different versions rectangular film is equal to that of its corresponding
of the LEWICE code in order to improve it. To name a rivuleL
few, Cebeci et. al [2] modified the flowfield calculation * The law of mass conservation requires equal mass flow
module of the code to avoid the problem of multiple rates in a rivulet and its equivalent rectangular film.
stagnation points. Yamaguchi et. al (3] proposed a multi- This criterion enables one to compute the film thickness
zone roughness model: a zone of uniform water film in the ý.
stagnation region, a rough zone of stationary water beads, * Mass loss due to evaporation is associated with a
and lastly, a zone where surface water run back as decrease in the rivulet size, i.e., its radius and,
rivulets (41. The runback water was recently modeled by consequently, its base width that is also equal to the
AI-Khalil et. al [5,6,7] by incorporating a rivulet model. rectangular film width. This criterion enables one to
This paper is intended to present the numerical calculation reta lu e f the this ctori
procedures used including the most recent improvements update the value of the wetness factor.
of the later model. The velocity distributions within the film and the

rivulet were derived and used to obtain the mass flow rates
II. Mathematical Model in each [5], as shown, respectively:

The nmback model introduced earlier is based on a mf a=p Fr4 (1)
two-dimensional mathematical formulation. The surface 2 A
water and the solid structure temperatures vary across their
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impinging droplets which are of value only in the direct
m p = TP FI() R3  

(2) impingement region.
A The rate of impingement per unit area, mr"imp, is

The second criterion is used, equating the above equations, calculated from the local value of the collection efficiency
to give: as shown:

,' m",, = 17 LWC V. (6)6 1PIE (3)
and the rate of evaporation per unit area is computed using

where FI(fl) is a function of P derived in [7]. The above the Chilton-Colburn heat-mass transfer analogy. This

equation shows the rectangular film thickness is directly may be expressed as:

proportional to its equivalent rivulet radius. This equation h- A. " MH2 0 P..w - PV4 1 (7will later be used to update 3 when R is reduced due to M", - Sc)P . M, i, [P; - P",,., (7
evaporation. Procedures to determine the conditions and

location for the breakup of the liquid layer flowing where,
downstream of impingement regions were thoroughly Pvw = saturated vapor pressure at the local runback water
discussed in Ref. [5]. The prediction of initial values of t"eR stiv • at breakup was also described. temperature Tw.
II. 1.2 Thermal aal Aaysis: Pvap = local vapor pressure at the edge of the boundary

layer at the local relative humidity.
The principal objective of this study has been to Application of Dalton's Law of partial pressures and

analyze and predict the performance of anti-icing systems. knowledge of ambient conditions yields:
In such applications, the worse case occurs at equilibrium
state conditions. Consequently, the mathematical P,.p = P, P. *- (8)
formulation of the heat transfer process is based on the p.
steady-state energy equations. The unsteady equations are
more relevant to de-icing applications. The runback water where the relative humidity 0. in a cloud is generally
energy equation then follows: taken to be 100%. The saturation vapor pressure of water

JT. = 4T (4) is written as functibn of temperature:

dz dy2 P(7)i 2337 exp16789[ 5.031 n
where, y = aw 23.5

w(y) where the units of Pv and T are (Pa) ant (K). respectively.

The above equation is based on the fact that The recovery factor r in Eq. (5) accounts for viscous
conduction heat transfer within the liquid water in the z- dissipation in the boundary layer and is approximated
direction (flow direction) is negligible compared to that in by [8]
the y-direction (across film thickness). The solution of
Eq. (4) requires two boundary conditions in the y- ,,linar flow
direction, one at the solid-liquid interface, and one at the r = 1 - V ( I - Prn, n 2 (10)
liquid-air interface, and an initial condition (z=O). The Vi I turbulent flow
latter condition requires knowledge of the water 3
temperature at the stagnation point. Analytically, this is The properties at the edge of the boundary layer, i.e., P.,
impossible because that depends on the final temperature T., and Ve are computed using the perfect gas relations for
solution in the water film and in the solid structure layers.
However, this may be obtained numerically in an iterative isentropic flow and the local values of the pressure
procedume described in a later section. coefficient obtained from a flowfield solver.

The boundary condition at the liquid-air interface is Note that 4, in Eq. (5), is an area correction factor to
written as: account for the area differences in the rivulet and the

rectangular film models through which heat exchange with
- kw dT, = h4 T, -T, - rV- ,', L, the ambient occurs. This factor is defined as the ratio of

y 2the rivulet free surface area to the upper surface area of the
corresponding rectangular film. From geometric

- mC, . (T.. - Tw) m.• V.2 considerations, the following may be written:
'2 

(5) =-.- (O<F<I 1)

where the first and second term terms on the right-hand si(1)
side represent heat loss to the ambient by convection and = I (F= 1)1
evaporation, respectively; and the third and fourth terms
are the sensible and kinetic heat contributions of the
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This factor is less than 10% for contact angles smaller +lh,,, - T
than 420, and is unity for uniform film flow. - k,m - = + hi (T4 - Tm) (14)

The boundary conditions concerning the solid-liquid Y

interface which represents the heat exchange between the where q"ai is an optional prescribed heat flux distribution.
solid wall and the runback water remains to be discussed. This value and hi may be set to zero for a perfectly
These two conditions will be presented with the energy insulated inner surface. The above equations were
equation of the wall structure since they are common formulated as such to give the flexibility of modeling
between the two regions. different systems.

11.2 Anti-Ice Bleed Air: The two conditions that must be satisfied at each
solid-solid interface between the wall layers are continuity

A widely used method of preventing ice formation is of temperature and heat flux normal to the interface. As to
the hot air type due to its high reliability. In these the boundary conditions on the left side (stagnation point)
systems, hot air is drawn from an intermediate or high and the right side of the wall, they may be extrapolated
stage compressor bleed port and ducted through passages to from the solutions using insulated conditions, or they may
the leading edges of wings, empennages, engine nacelles be specified if the temperature distribution is known at
or other critical areas. Due to the complexity of the flow either end.
of the anti-icing air inside the irregular duct shapes and the The last boundary conditions that remain are those
uniqueness of each design, a generalized model requires the pertaining to the outermost layer at the solid-liquid
following assumptions: (partially or fully wetted surface) and solid-air (dry surface)
I. The heating requirement by such a system is generally interfaces. They may be written as follows:

specified by the amount of hot air supply, ma, and its aces. T h may be ws
delivery temperature at the stagnation region. Tm=T, (0_F<I) (15)

2. The internal heat transfer coefficients hi, between the and,
air and the inside surface of the structure, is assumed to 2
be known from previous experience or from qp= -k,6 F ?--+h.- (1-F) (T-T,,-- rV2)(05F5 1) (16)
experimental testing on the particular system in d y 2 Cpj,
consideration.

3. The hot air temperature varies in the flow direction and The first condition is only necessary in the fully or
is assumed to be lumped in the transverse direction. partially wetted regions. The second condition simply

states that heat, q"m, is transferred from the wall
With regards to the above assumptions, the energy proportionally through the wetted (to the water) and the

equation of the anti-ice air may be written as: dry (to the ambient) surface areas as defined by the wetness
.. =h (Z) - () factor F. Note that Tm, in Eq. (16), may be replaced with

T. 2) Tw according to Eq. (15).

Obviously, Ta(z) depends on the solid wall temperature Ill. Numerical Solution Techniques
distribution which also depends on the runbadt water
solutions. Therefore. the energy equations of those three 111.1 Runback Water:
regions must be solved simultaneously. A fully implicit method was used to numerically
11.3 Wall Structure: solve Eq. (5) because of the positive stability

properties [9]. Backwards differencing in the z-direction,
Based on the assumption that the wall temperature is and central differencing in the y-direction were employed.

dependent on the y and z-direction [6], the following Applying this scheme to Eq. (5) and rearranging terms
energy equation may be written for each layer in the yields:
composite structure:E _ (z) + (13) [ J' -yJ L2y2(1+y2  km,

for j=-2,3,...,M-1, where M is the total number of grid
where .L(z) may be taken as the distance between two points across the film thickness (in the y-direction), and n
adjacent surface streamlines which make up the strip being is the grid number in the flow direction (z). Equation (17)
analyzed. This distance is constant for a 2-dimensional is written for each corresponding node which results in a
flow over a surface. The above formulation allows one to set of linear equations. The latter may be rewritten in a
model a heating element as one of the layers. If anti-icing matrix form and solved using the Thomas Algorithm for
is achieved by means of a hot air system alone, the value tridiagonal system of equations.
of q* may be conveniently set to zero for all the layers. However, before carrying the solution, two equations,
The boundary condition at the inner surface of the wall corresponding to j=l (solid-liquid boundary) and j=M
may be written for the innermost layer as: (liquid-air boundary), are still required. A one-sided

difference representation of Eqs. (16) and (5) is used for
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this purpose, respectively. Equation (15) could have been performed on a control volume of length Az, (distance
used in the runback solution while Eq. (16) is used in the between node n= I and n=2), thickness r, and a unit depth.
wall solution, instead. However, that procedure was found bten nod n= 1 and n=2 , this yeada
to be highly unstable. Thus: Using Eq. (1) with A=1 and F=I, this yields

_2L (Solving for 6f, gives:

where j-- 1, and q"m, is the rate of heat flux normal to we
solid-liquid interface computed from the temperature where r is taken as the average wall shear force between
distribution in the wall from the following: nodes n--Il and n=2.

q;. =The conservation of mass equation of the runback
q k,= - k" T (at solid-liquid interface) (19) water may be readily obtained and shown to be:

A second order finite differencing was used to compute + %"+' AZ (Mi-MA. ) (23)

the right-hand side of Eq. (19). At j=M, one may write, Knowing the mass flow rate, the film thickness in thr
after rearranging terms: fully or partially wetted regions may be derived from

TX+1 AY ( impEqs. (1), (2) and (3):k.J (0 4] 2,u mr*I (F=1) (24)
d[h- 4 (T,+2cr - m * 4 ÷m *(Cp.,T_+ '-)] (20) X

The above equations may now be solved for the mI [ m ] F1() (0<F<1) (25)

temperatures at nodes j=-I through M at location z+Az Lp? FIJ)JV sinF ((2)
(i.e., n+l), knowing the nodal temperatures at location z where Mr is the mass flow rate per rivulet. In the case
(i.e., n). The evaporation term m"Wap is computed using where the runback water is flowing as rivulets (F<I), the
the temperature a x in onder to preserve the linearity of the wetness factor must be updated at each z-location. From
system of equations. geometric considerations, this is derived from

The procedure described above requires knowledge of F=(2Rsin)/X. where R is obtained from Eq. (3).
the water temperature at the stagnation point (z=O, or However, if surface streamlines are not parallel (3-D flow),
n=l). This is obtained by extrapolation from the
temperature distributions at n=2 and n=3. Since the great care must be taken when evaluating A to account for

solution procedure is iterative, as discussed later, an initial variations in the distance between two surface streamlines

guess is required to start the computations. This is which identify the strip being analyzed.

achieved by performing mass and energy balances on a The numerical solution of Eqs. (17), (18) and (20)
differential control volume of the surface water at the requires the discretization of the water domain into grid
stagnation point, which yields the following approximate points. Across the liquid layer thickness, equal spacing
expression: between the grid points was used. Along the flow

v2 .direction, two zones were selected: direct impingement

T( (initial)f = C..T ) - + q+, region, and downstream region. The grid spacing is2 constant in each zone, but is much smaller in the direct

+ h. (T, + rV ] C,, + h. (21) impingement region to accommodate for the rapidly
2 (", J r Vchanging variables due to the impinging water droplets and

the flowfield charateristics.

where q"m is estimated assuming that heat conduction The current model was specifically developed for anti-

within the solid structure occurs in the outward direction icing applications where at least the minimum heat
(y). Equation (21) is only used at the first iteration. In required to keep the surface water from freezing is supplied
subsequent iterations, the extrapolation technique to the surface. This is because a two-dimensional phase-
mentioned previously may be used. However, this caused change model was found to be inappropriate since freezing
slight fluctuations in the temperature distribution at the will normally start at the liquid-air interface, which creates
first few nodes (nn 1,2,3,4). The problem was remedied by a problem in modeling the flow characteristics of the
setting the initial water temperature equal to the average unfrozen water. However, since the temperature drop
temperatures of nodes n=2 and 3 without affecting the across the film thickness is small, the temperature may be
remaining results, assumed to be uniform across the layer. Therefore, when a

In addition to an initial temperature, an initial water freezing temperature, or lower, is obtained during the

film thickness is required. A mass balance may be calculation process, an alternate method is used. This
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consists of performing a macroscopic energy balance on 10. Outer totally/partially wetted surface node.
the surface water to obtain the freezing fraction, such as 11. Outer totally dry surface node.
done in the LEWICE code [1]. Nevertheless, the rivulet
configuration and its prediction remain the same. This Energy balance equations for all node types are derived
enables one to predict the amount and location of ice and presented below. The following definitions were used-
accumulation during a specified period of exposure time. =- , = - , _L= , and aI=A-1--

111.2 Anti-ice Bleed Air: Ay ky Ay1 Ay1 (26)

The governing energy equation of the anti-ice bleed where I and 1+1 indicate the layer numbers corresponding
air, Eq. (12), is a first order ordinary differential equation to a particular solid-solid interface. Note that in the
(ODE). Due to the arbitrary distribution of the heat following, node (ij) denotes the grid point at row "i" and
transfer coefficient and the wall temperature at the inside column "j", and that Aj represents the distance between the
surface of the solid structure, a numerical technique must two surface streamlines, defining the width of the wall
be used to solve the latter equation. strip being analyzed, at column "i":

A forward finite difference scheme is only first order
accurate. A more accurate and widely used technique for
solving ODE's, is the fourth order Runge-Kutta [ ;i- ;44
method [10]. Knowing the temperature distribution in the 2 Tii-i + - Ti-j
wall, from the most recent iteration, the latter method is
used to predict or update the hot air temperature - [2(P 2+1) - ;-4 + L- i
distribution in the cowl. The result is subsequently used 2[ 2i ).. IJ
in the wall temperature solution at the next iteration. .41 + '2I•-,;.+i T,+ p2T.+ Tiji+= L (27)

In cases where anti-icing is achieved by means otherL 2 ;Li k
than the hot air type (i.e., ma=O), the solution of Eq. (12)
using the aforementioned technique should be avoided. N
Instead, the air in the cowl is considered to be stagnant and [ - 4 , -2i 2Az2hT
at a prescribed temperature. Also, when the internal heat 2 (82+1)- + +- T2Z i
transfer coefficient is zero (i.e., insulated inner surfaces), 2 ;i, 2 Ai k Ay J
there is no need to solve Eq. (12) since the result is a 1 a
constant air temperature which does not affect the wall [1 ;'i_;i_ TiA Ti +Ai -2 p2 T,.4 I- LT AL I ;i~temperature, and consequently the runback water 1 2 A. 2 Al
temperature. A- hi T.+ q, )+ (28)

111.3 Wall Structure:

A solution for the different layers in the wall structure Node M 31
may be obtained by direct approximation of the governing If the temperature distribution is not specified at z--0,
equation, Eq. (13), and the corresponding boundary If te tempeare dition is nse c a
conditions by finite differences. However, the control an insulated boundary condition is used:
volume approach was chosen due to its accurate + p2 + ;41- A, +Z z2 hi] -j r i+iA - Ai ,] ,conservation properties [7]. Difference equations are A1I Iderived by performing an energy balance on each control 2Ai Lk k T -1 2 A ,
volume corresponding to a particular node. The control p P2 Tj+l = AL! [.-L ( hi T. + qi ) + (29)
surfaces of each control volume are half way between the k LAy 2J
corresponding node and its adjacent surrounding nodes.
There exist eleven types of nodes in the wall structure. Node Mye 4
These types are listed below and correspondingly numbered Similarly, for unspecified temperature:
as shown in Fig 2. which illustrates a two-layer wall +
(note that the wall thickness dimension compared with its [1 - '+ -2 I--i+Az2 hi]T 'i - _ ____

length is exaggerated for clarity): I 2A , kAy J 2A, J
1. Totally internal node. p2 Ti,.4 = AX! (h To+ q, (30)
2. Inner surface side node. k LIt2J

3. Inner surface left-comer node.
4. Inner surface right-comer node.

5. Left-side internal node.
6. Right-side internal node. For unspecified temperature:

7. Solid-solid interface internal node.
8. Solid-solid interface left-side node.

9. Solid-solid interface right-side node.
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-p
2 T + [2 (8 2 + ;L) l -- Ail i1  111.4 Solution Procedure:

I ;L i A2 The required solutions are the temperature

-[2 + "i"l - T,+i , _ p 2 Tj+l = -•--q- (31) distributions in the anti-ice hot air, the solid structure, and
Lk the runback water. In addition, the surface water mass

flow rate and the film/rivulets configuration must be
determined. A simultaneous solution must be carried in

For unspecified temperature: the three regions: (1) runback water, (2) solid structure;
2 A and (3) anti-ice bleed air. This may not be accomplished

- -i2 T4 - - Ti-Ij in a single step due to the dependency of some boundary
A i I conditions of a particular region on the final solution in

+T- __ 12T -1=A o (32) the adjacent region. This suggests the use of an iterative
S2 21 J" T- ~ -k type of numerical solution between the three regions.

The sequence of the steps utilized in the numerical
Node D 7: solution iterative procedure may be listed as follows:

S1+2�t];[ 4 a- + ; - A i (1) Estimate q"m, in Eq. (18), at all nodes corresponding
-[ 2 - 1 ;-- + 1+ -- Tij to the runback water at j=l. The procedure is to use

r 2+i 24 1 a local one-dimensional heat transfer model from the
+ + _c 2 .1 +i ;L'+i-1 -Z]Ti+ I j+ rP -~L'T8 ,,4 wall to the free stream air (i.e., no conduction within

2 . 2Ai J £20 the wall in the flow direction), assuming a fully dry
- A-2 [q~t + 0 1 q~s+i] (33) surface. Any heat transfer generated due to electrical

2 ki heating elements is assumed to flow outboard to the
ambient. These assumptions were necessary to get

Node Mye 8: the iterative solution started.

For unspecified temperature: (2) Compute the "initial" water temperature and the film
thickness at the stagnation location from Eqs. (21)

e?2 T4 - (1+K, S21) 1+ __4+ _ -A+ I+ Tjad (22), respectively.
[(3) Solve Eqs. (17), (18), and (20) for the runback water

+(1+ K 01)|l +r•.]• Ts-+, + e?• At Tj+= temperature distribution across the film thickness at
L 2X J £21 the next z-location. Proceed with the solution of the

2 latter equations by marching to the location of theAZ [qO +12f'qO*j] (34) impingement limit. This, of course, corresponds to
the direct impingement region where the wetness

Node Me 9: factor is unity. Note that the runback water mass
flow rate and the film thickness are updated using

eT2 Tij-+(l+ ,c£2,) 1 - Ai - ;--1 _ TiT j Eqs. (23) and (24), respectively, as the solution is
I 2;1. brought to the next level.

A -);-•t1 r, } (4) From the impingement limit onward, check if the
-(I + KQ 1) i I--•. + e?2 [ + Tij criteria for film breakup are met as the march

proceeds downstream with the solution. If breakup
+ e2-Tij+i ÷i=- + [q t +£2,q*j2r] (35) occurs, the wetness factor and the rivulet

£2D 2 k, configuration are predicted [5]. Then proceed with

Node O= 10: the calculations for each step up to the end of the
structure or up to the location where total

In this region, the node temperature is set equal to the evaporation occurs. The film thickness is updated
local liquid temperature at the base of the film. This is using Eq. (24) or (25), and the wetness factor is
achieved using a cubic spline interpolation technique updated by geometric considerations after each Az
because the interfacial grid points of the water and the step.
solid do not coincide. (5) Generally, a larger number of nodes is used in the
Node M 11: runback water than in the wall at the solid-liquid

For consistency with the lower boundary of the liquid interface. Thus, a cubic spline interpolation
layer, a direct differencing of the equation representing technique is used to predict the wall nodal
convective heat loss to the ambient is applied. This temperatures, for node type 10, from the water nodal
yields: temperatures at the interface.

+h- Ay ) h- T Ay (6) Setup the equations corresponding to convective
Tim-] + (1 + k ) TyM (36) boundary condition, Eq. (36), for nodes of type 11,

() k if total evaporation occurs upstream of the end of the

structure.
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(7) Assume a constant anti-ice bleed air temperature equal the airfoil is composed of five layers, typical of some
to the delivery temperature at the stagnation region. aircraft surfaces. Properties and dimensions of these layers

are illustrated in Table 1. The electrical heater, center(8) Setup the equations corresponding to the rest of the layer, is assumed to be turned off and heating of the
solid structure nodes, types 1 through 9. surface is accomplished by spraying hot air on the inside

(9) Solve the linear system of equations for the wall surface of the cowling near the stagnation region. The air
nodal temperatures. This terminates the first is delivered at a temperature of 200 °C and a mass flow
iteration, rate of 0.1 Kg/sec per unit spanwise distance.

(10) Compute q'm from Eq. (19) using the temperature The ambient operating conditions are the following:
distribution obtained in the previous step, and • Flight Mach number = 0.25
interpolate for the runback nodes using cubic splines. - Ambient static temperature = -12 OC
Under-relaxation of the latter values should be used
to carry a stable solution as follows: • Ambient static pressure = 90.75 kPa

qnm+1=q,,nm+ F (q,,n+l - q"n ) • Angle of attack = 00

where F is the under-relaxation factor and has a value • Cloud Liquid Water Content = 1.0 g/m3

between zero and unity. Its actual value depends on e Relative humidity = 100%
the particular problem under consideration. - .\!ean volume droplet diameter = 20 pam

(11) Evidently, the solution would not converge in one The flowfield around the airfoil was computed using
iteration. Extrapolate for the initial water the ARC2D code which solves the two-dimensional thin
temperature as previously discussed, and compute the layer Navier-Stokes equation. A hyperbolic grid generator
film thickness at stagnation from Eq. (22). was used to produce a C-type grid structure around the

(12) Repeat the runback water solution as described in airfoil: 239 nodes along the surface and 55 nodes in the
steps (3) and (4). normal direction. Grids were packed near the wall for

(13) Set the wall temperature at the solid..liquid interfacial accurate prediction of the large gradients induced by
nodes in the wet region by interpolation from the viscous effects in these regions. The resulting pressure
water solution of step (12). Also setup the coefficient and friction coefficient distributions are
convective boundary condition equations in the dry illustrated in Figs. (4) and (5), respectively. These
region as done in step (6). coefficients are defined as follows:

(14) Solve for the temperature of the anti-ice bleed air as UP = P - P-
described in section 111.2, using the most recent wall I V!
temperature distribution at the inner surface. 2

(15) Setup the equations corresponding to the remaining and, Cf= I
wall nodes as in step (8), then solve the system of 1_ .
linear equations for the wall nodal temperatures. 2

'16) Comparc the solutiorn ,•tained in the pr,.vious step Thb first coefficient may be used to calculate properties at
with the corresponding solutions of step (5). If the the edge of the boundary layer, and the second is used to
difference is within an acceptable tolerance, the compute the wall shear stress that cause the water to run
solution is considered converged. Otherwise, back.
perform another iteration by repeating the last few A particle trajectory code was then used to produce a
steps starting with step (9). collection efficiency distribution on the surface, as

IV. Sample Calculations and Discussion illustrated in Fig. 6. Note that all the results presented
thus far are symmetric between the upper and the lower

The primary purpose of this paper was to present the surfaces of the airfoil. This is due to the fact that the flow
details of the mathematical development and the numerical angle of attack is zero and the airfoil geometry is
solution techniques of the current model. Therefore, only symmetric.
one example problem will be considered in order to The final step involves the heat transfer calculations.
demonstrate the calculation procedure. However, several The external convective heat transfer coefficients, between
other cases were considered and presented in Ref. [II]. the wall surface and the ambient air, were computed using
The complete solution to the problem is resolved in three a sand roughness factor of ks/c=0.0002 [1]. The internal
major steps: (1) flowfield calculations, including the heat transfer coefficients, between the hot air and the inner
viscous layer near the wall; (2) individual water droplet surface of the airfoil cowl were arbitrarily assumed since
trajectory calculations using the velocities calculated in the they depend on the particular air jet nozzles design, the rate
previous step; and, finally, (3) the heat transfer of air flow, and the air passages geometry. These
calculations for the anti-ice hot air, the solid structure, and coefficients are shown in Fig. 7.
the surface water. The zdure described earlier is applied, using the

In the following example, the solid structure is results L..us wr obtained, to solve for the problem variable
assumed to be a NACA 0012 airfoil of chord length equal pars,- .1ters. The contact angle between the rivulets and the
to 1.0 m, as illustrated in Fig. 3. The wall structure of sur .. " ien breakup of the film occurs. is assumed to be
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Pr40*. The actual value of # depends oa the properties of References
the solid surface and its roughness.

The resulting average temperature distribution of the I. Ruff, G.A., and Berkowitz, B.M., "Users Manual for
anti-ice air inside the cowl is illustrated in Fig. 8. The air the NASA Lewis Ice Accretion Prediction Code
temperature drop across the entire length of the airfoil is (LEWICE)," NASA CR-185129, May 1990.
approximately 85 °C. The drop occurs in a relatively 2. Cebeci, T., Chen, H.H., and Alemdaroglu. N.,
smoother manner compared to that of the runback water "Fortified LEWICE with Viscous Effects," AIAA
average temperature, shown in Fig. 9. This is due to the Paper 90-0754.
distribution of the corresponding convective heat transfer 3. Yamaguchi, K., Hansman, R., and Karmierczak. M.,
coefficients. Since the solid wall conductivity is relatively "Deterministic Multi-Zone Ice Accretion Modeling,"
larger than that of water, its average temperature AIAA Paper 91-0265.
distribution tends to be smoother as depicted in Fig. 9.Thedisribtio ofthehea flx lavig te oter 4. Hansman, RJ., Yamaguchi, K., Berkowitz, B., and

The distribution of the heat flux leaving the outer M. Potapczuk, "Modeling of Surface Roughness
surface of the airfoil is plotted in Fig. 10. The curve Effects on Glaze Ice Accretion," AIAA Paper 89-
peaks are due to the peaks in the distribution of the 0734, Jan 1989.
external heat transfer coefficients which correspond to a
transition from laminar to turbulent flow. Figures 11 and 5. AI-Khalil, K.M., Keith, T.G., De Witt, K.J.,
12 are plots of the runback water film thickness and the "Development of an Anti-Icing Runback Model,"
wetness factor. respectively. The sudden jumps in the AIAA Paper 90-0759, Jan 1990.
curves correspond to the breakup of the uniform film in 6. Al-Khalil, K.M., Keith, T.G., De Witt, K.J.,
the direct impingement region (F=I) into individual "Further Development of an Anti-Icing Runback
rivulets (F<1). Model," AIAA Paper 91-0266, Jan 1991.

The corresponding distribution of the runback surface 7. AI-Khalil, K.M., "Numerical Simulation of an
mass flow rate per unit spanwise distance is shown in Aircraft Anti-Icing System Incorporating a Rivulet
Fig. 13. This system is clearly a running wet ,mti-icing Model for the Runback Water," PhD Dissertation,
system. Total evaporation may be better accomplished University of Toledo. Toledo, Ohio, June 1991.
with electrical heating elements such that a large amount 8. Gelder, T. F., and Lewis, J. P.,"Comparison of Heat
of heat is supplied to the direct impingement regions. Transfer from Airfoil in Natural and Simulated Icing

V. Concluding Remarks Condition," NACA TN - 2480, September, 1951.
9. Anderson, D.A., Tannehill, J.C., and Pletcher, R.H.,

A numerical simulation for "running wet" aircraft Computational Fluid Mechanics and Heat Transfer,
anti-icing systems was developed. The model includes Hemisphere Pub. Corp., 1984.
breakup of the water film, which exists in regions of direct 10. Carnahan, B., Luther, H. A., and Wilkes, J. 0.,
impingement, into individual rivulets. The wetness factor Applied Numerical Methods, John Wiley & Sons,
distribution resulting from the film breakup and the rivulet Inc., 1969, pp. 363-366.
configuration on the surface were predicted in the
numerical solution. The solid wall was modeled as a "Develimn KfMan K ei T ode Wirth KJ.,multi-layer structure and the anti-icing system used was of "Development of an Improved Model for the Runback
multi-lerm structue aiznd ot air and/or electrical heating Water on Aircraft Surfaces," AIAA Paper 92-0042,
the thermal type utilizing litarado lcrclhaig Jan 1992.elements embedded within the layers. The mathematical
formulation of the heat transfer process as well as details
of the numerical solution procedure were presented.

Experimental tests were recently conducted in the Table 1: Composite Wall Physical and
NASA Lewis Icing Research Tunnel to validate the current Thermal Propertes.
model. A detailed comparison with the numerical results Layer DnThicknernmal
was not possible at the time this manuscript was written number (Dc i Mtra cns
since the data acquired were not reduced. However, similar -

trends were observed between the computer code I Substrate Aluminum 2.20 220
predictions and the experimental results. Further detailed - Alloy
comparisons will be carried in the near future. 2 Inner Epoxy/ 1.30 1.25

Insulation Glass
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A COMPOSITE STRUCTURED/UNSTRUCTURED-MESH EULER METHOD FOR CONPLEX AIRFOIL SHAPES

by
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California State University, Long Beach

and

L. T. Chen**
Douglas Aircraft Company
Long Beach. California

Abstract do not depend on the inherent structure of the
grid points have eliminated the restriction of

A general two-dimensional Euler zonal method grid structure and made triangles and tetrahedrons
has been developed for computing flows about cor- suitable shapes with which to resolve complicated
plex airfoil geometries such as multielement and geometric regions.
iced airfoils. The method utilizes a colposite
structured and unstructured grid generated using The debate over relative advantages of struc-
conformal mapping and Delaunay triangulation, tured and unstructured grid methods is an ongoing
respectively. The finite-volume Euler method is matter. While unstructured grid methods have the
then modified to couple solutions in the zones clear advantage in that they can treat complicated
with structured and unstructured grids. Solutions problems such as a complete aircraft configuration
about an iced airfoil and a multielement airfoil under static or dynamic deformation, 1 they have
are given as examples of applications of the been regarded as less efficient and le s accurate
scheme, than their structured counterparts. 2,3 Lack of

robust acceleration techniques, such as multigrid
1.0 Introduction schemes for three-dimensional problems, is also a

clear disadvantage. Furthermore, direct and
The aerodynamic analysis of complex airfoil implicit solvers for unstructured grids are devel-

sections continues to receive much attention in oped, but in general are not as efficient and
experimental, theoretical and computational stud- effective as their structured counterparts. 4 ,5
les. Such analyses of airfoil flows include iced Structured flow solvers have many other highly
airfoils, multielement airfoils, and advanced air- desirable features including efficient grid gen-
foil concepts with divergent trailing edges. Con- eration techniques and smaller computer time and
ventional computational methods based on a single memory requirements.
zone mesh, developed for simple airfoil configu-
rations, are generally not suitable for these An efficient way of analyzing a complex geom-
geometries since a single structured grid of suf- etry of several components is through a zonal
ficient quality cannot be generated. Zonal or approach, using composite structured and unstruc-
unstructured-mesh methods that can provide ade- tured grids. This approach requires considerably
quate mesh resolution near high pressure gradient less memory than using an entire unstructured mesh
regions in each zone are needed to handle the capable of handling the same geometry. In view of
complexity of the flowfields. An attractive zonal the different desirable features of structured and
approach is to use structured meshes in most parts unstructured meshes, the present zonal approach
of the domain and unstructural meshes in enclosed takes advantage of structured meshes in appropri-
regions next to the portions of airfoil that are ate regions while using the versatility of the
difficult to model with structured grids. The unstructured grids in others.
objective of this paper is to develop a general
two-dimensional Euler method based on this In this paper, a general two-dimensional zonal
approach. boundary interactive scheme utilizing combinations

of structured and unstructured mesh types is pro-
Although many methods have been developed for sented. Solutions for flow about multilemont and

the generation of structured grids around simple iced airfoils are given as an example of the
geometries, few can be readily extended to camp- application of the scheme.
1Mcated two- and three-dimensional shapes such as
multilement or iced airfoils or multicoamponent 2.0 Grid Ioneratlon
aircraft configurations. Also, in many applica-
tions of structured grids, the quality of the A brief grid generation process will be des-
generated mesh is not uniform throughout the comp- cribed In this section. A base structured grid
utational domain, resulting in poor resolution in which encompasses the entire flowfield is first
specific regions of importance. For this reason, generated using existing methods. Regions of
triangular (tetrahedral) meshes have proven very undesirable grid quality are then identified and
attractive, since relatively complex geometries categorized as subsequent unstructured-mesh zones.
can be meshed efficiently, and an almost arbitrary Triangular grids can be generated in these regions
degree of mesh adaption and refinement can be using existing mesh points and additional points
achieved by the addition of control points. Fur- as necessary. An unstructured grid generation
thermore, the development of flow algorithm that method blsed on Delaunay triangulation, developed

earlier, is applied for this purpose. An
*Associate Professor. essential requirement for obtaining satisfactory

**Senior Principal Engineer/Scientist. meshes when using the Delaunay triangulator is
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appropriate placement of interior points, since Thus, we only need to solve for four variables: p,
this scheme gives no guidance on where to place pu, pv and pE. Equation (1) is discretized over
the mesh points. Inappropriate placement of mesh individual control volumes (triangles) in a cell-
points results in poor quality meshes, even though centered approximation in which the flow variables
they satisfy the Delaunay criteria. Therefore, are stored at the center of each cell. The above
certain criteria for introducing interior mesh discretization procedure with the addition of
points have to be established before applying the artificial dissipation terms results in a set of
Delaunay triangulation. ordinary differential equations.

The Delaunay triangulation method is applied in dwi
three steps to generate triangular meshes in the $1 d- + [Q(w1) - O(w1)] - 0 (3)
unstructured zone enclosed by the surrounding
structured meshes and solid surface boundary. The where Sj is the area of the cell, Q is the
first step is to triangulate the points along the spatial approximation of fluxes given by the sec-
body and zonal boundaries in order to obtain an ond part of Eq. (1), and D Is an appropriately
initial triangulation based solely on existing constructed. dissipation operator.
boundary points.

The fourth-order Runge-Kutta scheme is used to
The second step deals with the placement of advance the solution in time from time step n to

interior points. It is important to place a suf- time step n+l. With the nonlinear operator P
ficiently dense mesh of points in high g'radient defined as
regions such as corner regions, leading- and
trailing-edge regions, etc. A combination of P(w) O N [Q(w) - O(w)] (4)
C-mesh points around the leading edge and
Cartesian mesh points in other parts of the we have
domain can be chosen as thV interior points.
Based on Bowyer's algorithm,' a series of new w(O) , wn
points are added one by one to the existing tri-
angulation, removing triangles close to the point
being inserted, and reconnecting the new point to wM . w(O) _- P[w( 0 )]
the existing nodes in such a way as to form new 2

triangles which satisfy the Delaunay criteria. (2) (0)
This procedure is repeated for all new points w * w - A lt Pw 1 ]
introduced in the domain. 2(5)

The final phase is a grid-smoothing procedure. w(3) - w(o) - at P[w(2)]
This is necessary because points that are Intro-
duced sometimes fall too close to each other, w(4) . w(O) -t {pjw(1)] + 2P[w(1)]
resulting in skewed triangles, such as triangles - 6
with large aspect ratios. An iterative Laplacian (2)
smoothing scheme is applied to improve the overall + 2P[w(] + Pw()
quality of the unstructured mesh.

3.0 Finite Volume Scheme and Time-Stenoino w = w(4)

Finite volume Euler methods of Jameson8 and The artificial dissipation operator is calculated
Mavriplis and Jameson9 , using fourth-order Runge- in the first and third step only to save computing
Kutta time-stepping, are adopted to interactively costs.
solve for the flows in different zones. These
methods are briefly reviewed here to point out In the region with structured grids implicit
some modifications that are made in the present residual averaging is used to iqvrease the base
work. of the CFL number. It is shown'u that implicit

smoothing increases the stability to Courant num-
The Euler equation for two-dimensional inviscid bers much greater than the Courant number limit

flow in integral form for a region a with a of the explicit scheme. The calculations pre-
boundary aQ is given as sented in this work are obtained with a CFL number

of 7. In addition, a variable time step, based
_ II dxdy + I (fdy - gdx) - 0 (1) on the maximum stability limit set by the local

at ag Courant number, and enthalpy damping are used to
accelerate the convergence of the solution. Ots-

where x and y are Cartesian coordinates and sipation terms are formed as a blend of second-
P Pu PV pand fourth-order terms, coefficients of which are

p adapted to the flow. The resulting scheme is

w * Pu ; p . ~ v g + uv (2) second-order accurate in the regions of smooth
2 (2) flow and first-order accurate near the shocks.

pV puv pv2 p To ensure that these dissipative terms are sig-
pE PUH pvH nificant only in the vicinity of a shock, thesecond-order dissipation terms are scaled by the

Here p, u, v. p. E and H are density, velocity local Laplacian in the pressure.
components, pressure, total energy, and total
enthalpy, respectively. For a perfect gas we have Similar to the structured flow solver, in the

unstructured flow solver fourth-order Runge-Kutta
2 +2 time stepping is also used to advance the solution

E *. + u2 * L 2 H - E + in time. The support of the time-stepping scheme
•(- +)p 2 • p

2



here is, however. increased by an explicitly The second-order dissipation terJ is similarly
residual averaging scheme. If the residuals at constructed by replacing V2wj and 9 wk in Eq. (6)
cell 1 are with w1 and wk. respectively, so that we have

RM(w) u [Q(w,) - o(w,)] dk k ( i - k(

they are replaced by where c(2) should be of order one near a shock and
1k

and of order (Ax) 2  in regions of sroth f1pw to
3 preserve the secoflorder accuracy of he scgheme.

R'--cR= + 1 3c I Rik To ensure this, i is then scaled proportional
k .Ito an undivided La~Iacian in the pressure

where Rik are residuals at three forming points 3
of the triangular cell. The residuals at nodal Pk " Pt
points are obtained as the average of residuals M(2) k.
at all cells having that point in common. s is 1k u2 3
a constant which is chosen as 0.6. With this I Pk -P

smoothing scheme, the CFL number for the unstruc- k.1
tured flow solver could also be increased to
about 7. I It is found, however, that a better scaling tactor

for the edges that are on the solid boundary is
It is found that the CFL number in the two the pressure gradient in the surface-wise direc-

zones must be similar to facilitate the converg- tion. Thus, the pressure gradient term for cells
ence of the solution in the entire domain, on the solid boundary is defined here as

4.0 Dissipative Terms P Pil - 2p( + p 1

The structured flow solver uses a blend of

second- and fourth-order dissipation terms to where 1. i-1, and 1+1 are the adjacent cells to
prevent odd and even decoupling of the solution, cell 1, which are on the surface boundary. For
The artificial dissipation for the unstructured these cells. cii is then taken as
flow solver is similarly constructed as a blend (2)
of undivided Laplacian and biharmonic operators. ( max( I vie Vi+1)
Generally, in the absence of shocks in subsonic 1k c2 a 1-1

flows, only biharmonic dissipation is required.
However, it is found that in regions of large It is known that the fourth-order dissipation

pressure gradients such as at the leading edge of term may produce overshoots in the vicinity of a

the flap, second-order dissipation terms are still shock; therefore, they are turned off by defining

needed even in the subsonic flow regime. (4) . max[O, (4) - C(2))
i4k 1k 1k

To obtain the fourth-order dissipation term in
the triangular mesh zone, an undivided four-point Here c2 and c4 are empirically determined
Laplacian operator is first defined as constants.

3
9 w1 = k wk - 3w1  The final form of the dissipative flux is then

kdl =(24A W ) + (4 )Ak(q 2w -2W
ulk "1k k•w - Wk) + kk 1

where w represents the flow variables p, pu, pv.

and pH. The dissipation flux across a cell face. This dissipation flux, dik, is added or sub-
Ik, delimiting cells, 1, and its neighbors. k, are tracted from its adjacent cells consistent with
then calculated as the direction of the normal to each edge. This

ensures that dissipation is conserved throughout
d k = ,)Ak(k 2w - V2wk) (6) the region.

where The treatment of the boundary conditions is
2 2 known to affect the convergence and accuracy of

A m - I2 2CVAx +AY the solution. The wall pressure can be extrapo-
k ukyk -vkAxkl K k k lated from the pressure at the center of the

boundary cell using the method given in Ref. S.

Here Axk and Ayk are coordinate increments of the However, in the present calculations it is found,

edge and uk vk, ck are velocity components and in both the structured and unstructured solvers,

the speed of sound along the edge, respectively, that the normal pressure gradient, ap/an. is

and are taken as the average of the values at negligible, and the pressure of the boundary could

cells I and k. The Ak term. which is propor- be assumed equal to the pressure at the center of

tional to the size of the cell face, k, and repre- the boundary cell.

sents the maximum eigenvalue of the Euler equa-
tion in the direction normal to the face. scales It Is important to note that when the solid

appropriately with the time derivative in Eq. (3). boundary condition is imposed in the unstructured

In order to more accurately scale the cells which flow solver, however, is that setting the normal
have higher aspect ratios, Ak is not integrated components of the fluxes to zero and only account-

around the boundary of Me control volume, as is ing for the pressure terms in the momentum equa-

commonly done. The e ik is a constant defined tion does not necessarily satisfy the flow tan-
later. gency condition on the boundary. A stronger

3



formulation is needed to ensure this requirement. Calculated surface pressures for both the main
In the present cell-centered scheme, a stronger airfoil and the flap are compared with experi-
form of the boundary condition is imposed in order mental data of Ref. 12 in Fig. 4(a,b). The exper-
to compute the artificial dissipation terms more imental results are obtained at a H - 0.195 and
exactly. Flow variables p, pu, pv, H in imaginary Reynolds number of 500,000 based on unextended
cells inside the solid surface are extrapolated chord length. The comparison is obviously very
based on the assumptions of no normal flux and poor in the flap well region due to the viscous
equal tangential fluxes between cells outside and effects which are dominant in this region. Our
inside the boundary. These values are then used inviscid model also is unable to predict the sep-
in the calculation of dissipation terms associated aration that occurs on the upper surface of the
with the edges that are on the boundary. This can flap as indicated by the experimental data.
be shown to be equivalent to explicitly setting
velocities to be tangent to the wall, as suggested Our second computational example deals with
in Ref. 11. iced airfoils. The analysis of the aerodynamic

performance of iced airfoils has been of great
interest to aircraft designers. In order to find

5.0 Zonal Interference Scheme ways to prevent ice formation on wings, one needs
to accurately predict the flowfield about Iled

Interaction between neighboring zones could be airfoils with various forms of ice shapes.13
greatly simplified by ensuring that neighboring Ice accretion on an airfoil produces very irreg-
structured and triangular grids have complete, ular and rough surfaces on the leading edge
common, edges. This could easily be done along region. These shapes normally have concavities
the zonal boundaries by choosing the structured and convexities which cannot be modeled using a
grid points as forming points of the triangular single zone structured grid.
grids. Mass, momentum and energy fluxes through
the zonal boundaries are conserved by using the An iced NACA 0012 airfoil with an eight-minute
values from neighboring zones when calculating ice surface computed using the fortified Lewice
fluxes. This requires maintaining information on program of Ref. 14 is shown in Fig. 5. A compos-
the grid interaction, including indexes of struc- ite structured and unstructured grid is generated
tured grids next to the boundary triangular consisting of 198 x 32 O-meshes, part of which are
meshes, and vice versa. replaced by 932 triangular meshes. The unstruc-

tured mesh region is extended far enough to cover
Careful attention must be given to calculation the irregular ice shape on the leading edge. A

of dissipation terms for the boundary cells in converged solution obtained using this mesh is
order to ensure conservation of dissipation terms presented in subsequent figures.
throughout the flow. Dissipation terms for the
triangular, boundary cells are calculated by Figure 6 shows the isobar solution obtained at
extracting information from both the structured H - 0.2 and a - 4o. The compressibility effects
and unstructured zones and vice versa. Inappro- at this Mach number are less than 2%, according to
priate treatment of dissipation terms can result the Prandtl Glauert rule. The contour lines vary
in solution inaccuracy along the zonal boundaries smoothly across the zonal boundary indicating that
or can produce considerable decoupling of the the conservation of fluxes is well satisfied.
solution in boundary regions of both zones and
contaminate the solution in the entire region. It Figure 7 shows the velocity vectors in the
is also found that comparable CFL numbers and leading-edge region. This figure clearly indi-
degrees of smoothing in different zones, are cates that there are multiple stagnation regions
essential to improve the overall convergence of where streamlines approach the surface from the
the solution in the entire region. farfield and are divided in two opposite direc-

tions on the surface. There is also a small
6.0 Results region of reverse flow on the upper surface.

Similar to the first example, although the equa-
The multielement airfoil of Fig. 1 with over- tions are inviscid, the addition of dissipation

hang of 5%. gap-to-chord ratio of 10%, and flap terms produces viscous flow like vorticity behind
angle of rotation of 150 is considered as the the ice shape on the upper surface.
first computational example. The isobar solution
at a Mach number of 0.2 is shown in Fig. 2, which The computed pressure distribution on the
indicates a smooth solution across the zonal surface is compared with the surface panel method
boundaries. This solution is obtained by using results in Fig. 8; good agreement is indicated.
256 x 32 O-meshes, part of which are replaced by
976 triangular meshes. A CFL of 7. along with a
variable time step based on a maximum limit set 7.0 Conclusion
by local Courant number, is used in both zones.

The objective of the present work is to develo;
Figure 3 shows the details of the solution in an efficient and reliable two-dimensional zonal

the unstructured zone and indicates that the approach capable of coupling structured and un-
strong form of the boundary condition discussed strlictured grid zones for complex airfoil shapes.
earlier in Section 4.0 adequately satisfies the This approach requires considerably less memory
flow tangency requirements on the solid boundary. compared to using an entirely unstructured mesh
The solution also accurately predicts the location capable of handling complex geometries. It also
of the stagnation point on the leading edge of the takes advantage of the different desirable fea-
flap. Furthermore, even though the equations are tures of structured and unstructured meshes.
inviscid, the addition of dissipation terms intro- Computational examples are presented that demon-
duces viscous flow like vorticity in the flap strate the applicability of this method to the
well. analysis of the flowfields such as those around
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iced airfoils, multielement airfoils, and blunt
and divergent-trailing-edge airfoils. The method THREE ELEMENT AIRFOIL
could also be coupled with a boundary-layer method FLAP OR - 15
to include the viscous effects.
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Experimental and Computational Ice Shapes
and Resulting Drag Increase for a NACA 0012 Airfoil

Jaiwon Shin and Thomas H. Bond
Aerospace Engineer

NASA Lewis Research Center
Cleveland, Ohio

Abstract In this paper, comparisons of measured ice
shapes and predicted ice shapes are presented for a

Tests were conducted in the Icing Research range of temperatures with two different airspeeds
Tunnel (IRT) at the NASA Lewis Research Center to and liquid water contents. Resulting drag increase is
document the repeatability of the ice shape over the also compared between the experiment and the
range of temperatures varying from -150F to 280F. calculation.
Measurements of drag increase due to the ice
accretion were also made. The ice shape and drag
coefficient data, with varying total temperatures at
two different airspeeds, were compared with the A damping-length constant
computational predictions. The calculations were c airfoil chord
made with the 2D LEWICEAIBL code which is a Cd drag coefficient
combined code of LEWICE and the interactive k, equivalent sand-grain roughness
boundary layer method developed for iced airfoils. k dimensionless sand-grain roughness
Comparisons show good agreement with the L mixing length
experimental data in ice shapes. The calculations T tilir lerath
show the ability of the code to predict drag increases TT total air temperature
as the ice shape changes from a rime shape to a glaze T, static air temperature
shape. ut friction velocity

V. airspeed
Introduction x surface coordinate

y coordinate perpendicular to x
Over the past few years, the Icing Research y+ coordsnnumberp y x

Tunnel (IRT) at the NASA Lewis Research Center y a Reynolds number, y u. / v
has gone through several rehabilitations which have X universal constant, also used as a sweep
improved its capabilities in simulating real icing parameter
conditions. Some of the improvements include a new
and more powerful fan motor, a new spray bar
system, a new digital control system, and various Description of the Eggeriment
improvements to the IRT structure. As a result, the
IRT can now provide more accurate control of the Icing Research Tunnel
airspeed and temperature, more uniform clouds
covering a larger cross-section of the test section, The NASA Lewis Icing Research Tunnel is a
and lower liquid water content. closed-loop refrigerated wind tunnel. Its test section

Although various test programs have been is 6 ft. high, 9 ft. wide, and 20 ft. long. A 5000 hp
conducted in the IRT with the improved capabilities, fan provides airspeeds up to 300 mph in the test
there has not been a comprehensive test program to section. The 21,000 ton capacity refrigeration can
document the repeatability of the data obtained in the control the total temperature from -40*F to 30*F.
IRT. Tests were conducted to address the The spray nozzles provide droplet sizes from
repeatability issue during the months of June and approximately 10 to 40 pim median volume droplet
July of 1991. The test matrix was focused to diameters (MVD) with liquid water contents (LWC)
document the repeatability of the ice shape over a ranging from 0.2 to 3.0 g/M 3 . A schematic of the
range of air temperatures. During the tests, the drag tunnel, shop, and control room is shown in Fig. 1. A
increase due to the ice accretion was also measured. detailed description of the IRT can be found in
This test program also provided a new database for reference 4.
code validation work.

The LEWICE code, which is being used by
industry and government to predict two-dimensional The test model was a 6 ft. span, 21 in. chord
ice accretions, was combined with the interactive NACA 0012 airfoil with a fiberglass skin. The model
boundary layer method to also predict the resulting was mounted vertically in the center of the test
aerodynamic penalties1 (This combined code is section. During all icing runs, the model was set at
referred to as the 2D LEWICE/IBL code.). An initial 4* of angle of attack. The model installed in the test
validation study 2 was made last year, in which the section is shown in Fig.2.
code predictions were compared with the
experimental results of Olsen, et al. 3 The results
showed good agreement between the experiment and
the calculation for both ice shapes and the resulting The test points used to make comparisons with
drag. More comparisons of calculations with the calculation in this paper were selected from the
experimental data were recommended and the recent larger test matrix which is fully described in
repeatability test provided a needed data set. reference 5.
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The test conditions given in Table I can be L = r(y + y){ I- ep- (y + Ay)/A I (I
grouped into two: 1) low airspeed and high LWC,
and 2) high airspeed and low LWC. Water droplet
size was held constant for both groups. Airspeed
LWC, and spray time were selected so that both where &y is a function of an equivalent sand grain
groups would have the same water intercept (i.e. roughness ks. In terms of dimensionless quantities.

airspeed x LWC x spray time = constant). Temperatures with ks a ks u5 / v and Ay÷ - Ay ut I V
were selected to cover glaze, rime, and transition

regimes. 0.9[j/5-kexp(-A,÷6)] 5< A, s 70

Test Methods &y÷ =.J(-~r(-/) <:7

A typical test procedure for icing runs is listed 0.7(kC)°' 70 S A:2000
below. (2)

1. The model angle of attack was set. The equivalent sand grain roughness for ice is
2. The target airspeed and total temperature were determined from the expressions used in the original

set. LEWICE code.
3. The spray system was adjusted to the desired

MVD and LWC. The heat transfer model used in the LEWICE
4. The spray system was turned on for the desired code makes use of an equivalent sand grain

sprwy time. roughness, ks, expressed as a function of LWC,
5. The tunnel was brought down to idle and the frost static air temperature (Ts), and airspeed ( V_).

beyond the ice accretion was removed.
6. The wake survey was traversed across the airfoil The original expression for ks is in the following

wake with the tunnel at the target airspeed. form with c denoting the airfoil chord and (ks/c)base
7. The tunnel was brought down to idle again for ice - 0.001 177

shape tracings and photographs.
8. The airfoil was then cleaned and the next data k, , k, /c kT , ,/c

point was performed. k. ( /,c ),, ILwc.t ( k,/c)b,,,J..t( k, /C )b'(kh IV.

Drag Wake Survey A, La.c

The section drag at the mid-span of the airfoil c (3)
was calculated from total pressure profiles measured
by a pitot-static wake survey probe. The wake. where each sand grain roughness parameter is given
survey probe was positioned two chord lengths by
downstream of the airfoil as shown in Fig.2. The
wake surveys were made only when the spray cloud 4, _l_ c
was turned off. During sprays, the probe was kept A(6lc )bM.
behind a shield to prevent any ice accretion on the
tip of the probe. The wake probe was mounted on an = 0.5714 + 0.2457(LWC) + 1.2571(LWC) 2 (4)
automatic traverse system, and the traversing speedwas adjustable.AI

wa ajstbl.I 4cIT, =0.047 T, - 11.27

Descrintion of 2D LEWICE/IBL /(Ck )&, - (5)

LEWICE is a two-dimensional ice accretion code k, Ic
which has a Hess-Smith two-dimensional panel code "k.Ic )b, 0.4286 + 0.0044139 V.
for a flow calculation, a droplet trajectory and (6)
impingement calculation code. and an icing
thermodynamic code. Detailed description of the Recent numerical studies conducted by Shin, et
code can be found in reference 6. al. 2 showed that the equivalent sand grain roughness

did not depend on airspeed, but did depend on the
Several modifications have been made to the median volume diameter (MVD) of the water

original LEWICE code to add a capability of droplets. As a result, equation (3) is modified, as
calculating aerodynamic characteristics by making given by equation (7).
use of the interactive boundary layer method
developed by Cebeci, et a17. Along with this new k,/c kI/c
capability, a modification was made to the original k, - 0.6839 J wc.[(1 - 7
LEWICE so that the calculation can be made in a k, Ic)k. (k,Ic/)b..
user interaction-free environment. This was achieved
by using a smoothing routinel to avoid the A_ k'/c )VD.(k.)4M.C

occurrence of multiple stagnation points caused by ( ,Ic c (7)
the formation of irregular ice surfaces on the ice
shape. where

During the development of the 2D LEWICE/IBL MVD 9 20

code, a turbulence model has also been developed to [._ _6,/C

deal with surface roughness such as that associated (Ic), V

with ice. This was done by modifying the mixing 1.667-0.0333MVD MVD >20
length and wall-damping expression of the Cebeci- (S)
Smith model, that is

2



The interactive boundary layer method then uses a airfoil.
roughness parameter as given in equation (9) over
the predicted iced surface. According to the experimental results of Gregory

and O'Reilly1 0 shown in Fig.4, transition occurs at
(ks)IBL = 2 (ks)equation (7) (9) around 40 percent chord at 00 of angle of attack for

an NACA 0012 airfoil at a Reynolds number of 3
Present studies as well as those conducted in million. The transition location moves upstream very

reference 2 showed that drag coefficients calculated rapidly as the angle of attack increases. A small step
with the roughness parameter by the above method at the joint in the current model may have acted as a
were much lower than measured drag coefficients, trip at low angles of attack causing an early
especially for rime ice shapes. Numerical studies transition to turbulent boundary layer. At higher
were conducted to investigate the effect of the extent angles of attack, the step may have acted as an
of the iced airfoil surface on drag. In the original additional roughness source in the turbulent
version of the 2D LEWICE/IBL code, roughness is boundary layer, which increased drag.
only applied over the surface of the ice. The code
was modified to allow for roughness on both the ice Drag associated with an iced airfoil is normally
and the airfoil surface downstream of the ice. The dominated by the Pressure drag due to a large
results showed that agreement between calculated dominat ed by h pressure drgde t a lar
and measured drag coefficients for rime ice shapes separation caused by a pressure spike at the upper
became much better by extending the range of the born. At 4* of angle of attack, where all the icing
roughness on the airfoil surface and placing a lower runs were made, an increase of the friction drag by
limit of ks/c = 0.002 on the equivalent sand grain the step of the current model is believed to have a
roughness, which otherwise would become very minimal effect on icing drag data.
small for rime ice. The extent of the iced airfoil Reneatabilitv of dry airfoil dras measurements
surface which resulted in the best agreement with the
experimental drag coefficients for rime ice shapes Dry runs were made prior to each icing run. Each
was found to be 50 percent of the airfoil chord, and icing run was repeated at least twice, which resulted
this extent was used in all drag calculations in more than 28 dry airfoil drag measurements at a
presented in this paper. 40 angle of attack. The percent variation was

calculated in the same way as Olsen3 by taking the
Results and Discussion standard deviation and dividing it by the average.

The average Cd value at a 40 angle of attack was
This section contains a discussion of the quality 0.01068. The percent variation was 7.1 percent of

of the experimental data, and discussions of the ice the average value. The percent variation reported by
shape comparison and the iced airfoil drag Olsen was 7.7 percent.
comparison.

Repeatability of the ice shanes and resulting drag
Quality of Experimental Data - Each data point was repeated at least twice to

ensure repeatability of the ice shape and drag
Dry airfoil drag results- Section drag was measured measurement. Ice shapes and measured drag

with the clean airfoil under the dry condition and the coefficients of three repeat runs for typical glaze ice
results are compared with the published data3.8' 9 as (22*F) and rime ice (-15 0 F) cases at two airspeeds
shown in Fig.3. The data of Abbott and Doenhoff 8  are shown in Figs. 5 and 6.
was taken in the Low Turbulence Pressure Tunnel
(LTPT) at the NASA Langley Research Center. The At all four conditions, the ice shape repeats well
data of Olsen, et al. 3 and the data of Blaha and and the variation of the drag coefficient is within the
Evanich 9 were taken in the IRT. percent variation of the measurement. The larger

percent variation is seen with glaze ice, however the
The difference between the data from the LTPT variation is much smaller than that reported in

and the IRT can occur for several reasons: Olsen 3 .
differences in wake survey method, tunnel
turbulence level, and model condition. The LTPT Comparison Between Calculated and Measured Ice
tests used a wake rake while the IRT tests used a
traversing probe. The LTPT had the freestream
turbulence intensity of the order of a few hundredths Ice shapes were computed with the 2D
of I percent. The freestream turbulence intensity in LEWICE/IBL code for the icing conditions shown in
the IRT is about 0.5 percent. The difference in the Table 1. Since the code runs without any user
surface finish of a model can also have an effect on interactions, the only variable which can influence
drag. the ice shape for a given icing condition is the time

step. Previous investigation 2 suggested that the use
The current IRT drag data is higher than the of 1 minute time interval resulted in the best

previous IRT data. All three tests used the wake agreement with the experimental ice shapes.
survey method and the airfoils had the same chord
length. This kind of difference in drag data can come To ensure the above finding still holds true, the
from differences in the wake survey location and effect of time step was investigated with all icing
model condition. The wake survey probe was located conditions at the airspeed of 150 mph. Four different
at one chord length behind the model for Blaha's test time intervals, 0.5, 1, 2, and 6 minutes, were used.
while it was located at two chord lengths behind the Figure 7 shows the results for a glaze ice, a rime
model for Olsen's test and the current test. The ice, and a transition case. The use of a longer time
leading edge and the trailing edge part of the current interval results in more ice accretion as seen in all
model were joined at the maximum thickness location cases. Based on the comparison with the
(30 percent of the chord) while the model used in experimental data, I min time step was chosen for all
both reference 3 and 9 was the same one-piece the calculations,
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Figure 8 shows calculated and measured ice The results of the drag comparison study show
shapes at various temperatures. The experimental ice the ability of the code to predict the sharp drag
shape changes from white, opaque rime ice to increase displayed by the experimental data as the ice
slushy, clear glaze ice with increased temperature. shape changes from rime to glaze. The ;djustment
Airspeed was set at 150 mph. Experimental ice made by extending the roughness beyond the icing
shapes were taken at the mid-span of the model limit on the airfoil allows the calculated drag values
where the wake survey was made. The agreement to agree well with experimental data. More studies
between calculated and measured ice shapes is good, are needed to better estimate the extent of icing on
particularly for rime ice cases. Icing limits are the airfoil surface.
predicted well for the temperatures below 18*F. At
warmer temperatures, the calculation predicted more The big strength of the 2D LEWICE/ABL code is
run back which resulted in more ice accretion beyond the economy of the computing time. A typical
the experimental icing limits. The direction of horn computing time (CPU time only) to complete a
growth is predicted reasonably well, but in general calculation of 6 or 7 minutes ice accretion and its
the size of the predicted ice shape is larger than the aerodynamic characteristics was less than 50 seconds
measured shape. on a CRAY X-MP.

Figure 9 shows ice shape comparison as a More comparison work is needed to check the 2D
function of temperature at the airspeed of 230 mph. LEWICE/IBL code for further improvements. The
Comparisons show similar results as the lower speed test points of the repeatability test in the IRT were
cases. Good agreement is shown at all temperatures reduced from the original test plan due to the loss of
except at 28 0 F where an overprediction of upper tunnel time. More tests are planned to document thehorn is seen. effects of other icing parameters on the ice shape and

resulting drag. It is also planned to obtain

Comparison between Calculated and Measured Draf experimental lift data with iced airfoils for code
validation work.

Calculated drag coefficients were compared with
measured drag coefficients for the ice shapes shown
in Figs.8 and 9. With each icing run, the wake 1. Cebeci, T., Chen, H.H., and Alemdaroglu, N.,
survey was made twice: one made while the probe "Fortified LEWICE with Viscous Effects,"
traversed away from the sh.eld, and the other made Journal of Aircraft. Vol.28, No.9, pp. 564-571,
while the probe traversed back to the shield. Each Sept. 1991.
measured drag coefficient in Table 2 is the averaged 2. Shin, J., Berkowitz, B., Chen, H.H., and
value of the two measurements at each icing run. Cebeci, T., "Prediction of Ice Shapes and Their
Calculated drag coefficients are also included in Effect on Airfoil Performance," AIAA-91-0264,
Table 2 for comparisons. 1991.

3. Olsen, W, Shaw, R', and Newton, J., "Ice
Results in Table 2 are plotted in Figs. 10 and 11. Shapes and the ResMting Drag Increase for a

For both airspeeds, the experimental data show NACA 0012 Airfoil," NASA TM 83556, 1984.
almost constant measured drag coefficients up to 4. Soeder, R.H. and Andracchio, C.R., "NASA
around 12*F and a sharp increase toward near Lewis Icing Research Tunnel User Manual,"
freezing temperatures as the ice shape changes to NASA TM 102319, 1990.
glaze ice. For V_, = 150 mph, calculated drag 5. Shin, J. and Bond, T, "Results of an Icing Test
coefficients agree very well with measured drag on a NACA 0012 Airfoil in the NASA Lewis

Icing Research Tunnel," AIAA-92-0647, 1992.coefficients up to 120 F and begin to rise sharply at 6. Ruff, G.A. and Berkowitz, B.M., "Users Manual
around 18*F. While calculated drag coefficients for the NASA Lewis Ice Accretion Prediction
reach a peak at around 22 0 F and begin to decrease, Code (LEWICE)," NASA CR 185129, 1990.
measured drag coefficients continue to rise and reach 7. Cebeci, T., "Calculation of Flow Over Iced
a peak at around 28 0 F. For V..=230 mph, however, Airfoils," AlAA .Jounal, Vol.27, No.7, pp.853-

861, 1989.the calculated results does a good job of following 8. Abbott, I.H. and Von Doenhoff, A.E., IherX pthe trend in measured values. S , pp. 462-463, Dover Publications,

Concluding Remarks Inc., 1959.
9. Blaha, B.J. and Evanich, P.L., "Pneumatic Boot

for Helicopter Rotor Deicing," NASA CP-2170,
The ice shape and drag coefficient results of the 1980.

experimental program conducted in the IRT were 10.Gregory, N and O'Reilly, CL., "Low-Speed
compared with the predictions using the 2D
LEWICE/IBL code. Experimental data provided Aerodynamic Characteristics of NACA 0012
validation data to further calibrate the code with Airfoil Section, Including the Effects of Upper-

Surface Roughness Simulating Hoar Frost." NPLvarious icing parameters such as the temperature, AERO Report 1308, 1970.

airspeed, and LWC. Good agreement in the ice shape
was shown for the rime ice. The agreement
deteriorated for the glaze ice, although the direction
of the horn growth was generally predicted well.
Deterioration in ice shape prediction for glaze ice is
a typical characteristic shown with the original
LEWICE code. The ice shape comparison results
indicate that the modifications made to the original
LEWICE code in the process of combining it with
the interactive boundary layer method work well.
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Table 2. Effect of Total Air Temperature on Drag Coefficient.

(a) Airspeed-IS0 mph, LWC=I.Og/n 3, MVD=20l•m (b) Airspeed=230 mph, LWC=0.55ghn 3, MVD=20a•m

Total Experimental Calculated Total Expeimenmil Calculatod
Temperature Drag Drag Tempw-mnr Drag Drag

(OF) Coefficient Coefficient (oF) Coefficient Coeficient

28 0.0578 0.0346 28 0.0428 0.0470

25 0.0540 0.0372 25 0.0371 0.0294

22 0.0315 0.0392 22 0.0311 0.0202

18 0.0271 0.0351 18 0.0268 0.0195

12 0.0229 0.0217 12 0.0255 0.0195

1 0.0229 0.0209 1 0.0234 0.0195

-15 0.0233 0.0202 -15 0.0218 0.0192
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Fig.10. Effect of Total Temperatwe on Drag (V.- =150 mph). Fig. 11. Effect of Total Temperature on Drag ( V.,,230 mph).
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RECENT PROGRESS IN THE ANALYSIS OF ICED AIRFOILS AND WINGS

by

Tuncer Cebeci*, Hsun H. Chen", Kalle Kaupst and Sue Schimkeft
Aerospace Engineering Department,

California State University. Long Beach

Abstract to multielement airfoils so that ice shapes on the
main airfoil and on the flap can be computed as

Recent work on the analysis of Iced airfoils well as on the slat. This will permit the effects
and wings is described. Ice shapes for multi- of icing on high-lift configurations to be com-
element airfoils and wings are computed using an puted using the interactive boundary-layer method
extension of the LEWICE code that was developed recently developed by Cebeci et al.8
for single airfoils. The aerodynamic properties
of the iced wing are determined with an inter- For wing flows, our research followed a similar
active scheme in which the solutions of the path, concentrating on the development of (1) a
inviscid flow equations are obtained from a panel three-dimensional version of the LEWICE code. (2)
method and the solutions of the viscous flow a three-dimensional interactive boundary-layer
equations are obtained from an inverse three- (IBL) method for iced wings, and (3) the coupling
dimensional finite-difference boundary-layer of the IL method to the LEWICE code to determine
method. A new interaction law is used to couple the ice shapes and their effects on lift, drag
the inviscid and viscous flow solutions, and moment coefficients for wing flows.

The newly developed LEWICE multielement code The progress to date for airfoil flows is des-
is applied to a high-lift configuration to cribed in several papers. For this reason the
calculate the ice shapes on the slat and on the present paper concentrates mainly on three-
main airfoil and on a four-element airfoil. dimensional flows and describes the extension to

wing flows of the combined LEWICE/IBL procedure
The application of the LEWICE wing code to the developed for airfoils. Section 2 describes the

calculation of ice shapes on a NS-317 swept wing method for calculating ice shapes on the leading
shows good agreement with measurements. The edge of a wing and presents a comparison between
interactive boundary-layer method is applied to a calculated and experimental results. Section 3
tapered iced wing in order to study the effect of describes the interactive boundary-layer method
icing on the aerodynamic properties of the wing for computing three-dimensional flows on iced
at several angles of attack. wings. In addition, this section presents the

results obtained from the application of this
1.0 Introduction method to a NASA MS 317 tapered wing with ice and

to an unswept NACA 0012 wing without ice. In each
In recent years there has been considerable case, the inviscid and viscous flow equations are

research activity in the area of aircraft icing solved interactively to determine the increase in
to combat the adverse effects of leading-edge ice drag due to ice and to compare the calculated
formation on fixed and rotary wing aircraft and pressure coefficients with measured values. Sec-
on engine intakes. Computational work and related tion 4 presents recent results obtained for multi-
experimental studies have been initiated and are element airfoils and is followed by concluding
being carried out under the NASA Aircraft Icing remarks.
Research Program to develop and validate a series
of mutually compatible computer codes to predi t 2.0 Extension of LEWICE to Winos and
the details of an aircraft icing encounter.1 Its Validation
The papers presented each year at the the AIAA
Aerospace Sciences Meeting and the papers pre- The extension of the LEWICE airfoil code to
sented in this symposium show that indeed much wings is not so straightforward. There are sev-
progress has been made in this area. eral possible approaches that can be pursued. In

each approach the flowfield calculations should
In this paper we report a summary of our prog- be performed in principle using a three-dimen-

ress in predicting ice shapes on airfoils and sional inviscid method, and the impingement pat-
wings and in determining the effect of ice forma- tern of the water droplets on the surface should
tion on aerodynamic performance degradation. For be determined by performing trajectory calcula-
airfoil flows, our rese rch has led to improve- tions for the three components of the velocity
ments in the LEWICE code? for predicting leading- obtained from the inviscid method. The heart of
edge ice formation3  and to the development of an the LEWICE code, however, is the third module that
interactive boundary-layer (IL) method4  for contains the quasi-steady-state surface heat
determining ih, increase in drag and lo s of lift transfer analysis in which mass and energy equa-
of airfoils ,7 and helicopter blades' due to tions are solved for a two-dimensional flow in
icing. This capability for predicting ice shapes order to determine the ice shape and size. The
on airfoils has also been extended by the authors extension of this module to three-dimensional
to include airfoils with slats, and very recently flows would require the heat balance equation,

developed for airfoil flows, to be modified to
* Professor and Chairman. wing flows. And, as discussed in Ref. 9, this

" Associate Professor. can only be done with the help of experimental
+ Research Professor. data that presently do not exist. As a first
++ Research Associate. step, it is best to leave the heat balance in its



two-dimensional form and assume it to apply to a
three-dimensional body expressed in an equivalent
two-dimensional form. Qne approach, followed by
Potapczuk and BidwelllU Tis to perform the tra-
jectory calculations for a three-dimensional flow-
field and apply them along the streamlines on the
wing. Another approach, followed in Ref. 9, is
to approximate the 3-0 wing by an equivalent yawed
infinite wing at each spanwise station. In this
case, the flowfield is calculated by a three-
dimensional panel method and the particle trajec-
tories calculated for flow normal to the leading
edge subject to the infinite swept-wing assump-
tion. Another approach is to apply the LEWICE (a)
airfoil code to the streamwise cross-section of
the wing. This approach has at least two alterna-
tives, one of which is described in this paper.
The accuracy of these three approaches and others
depend on the angle of attack and the spanwise
location of the airfoil section, and they require
a careful evaluation through comparisons with
experimental data.

2.1 Comparison of Measured Ice Shapes and Pre-

dictions Obtained with Yawed Wing Approximation

The calculated results obtained with the exten-
sion of the LEWICE airfoil code to wing flows by
the method of Ref. 9 are shown in Figs. 1 and 2 (b)
together with the experimental results1 1 on an
MS-317 swept wing. A summary of test conditions
used in the calculations are given in Table 1.
Additional studies for other test conditions are
in progress and will be reported later. The calc-
ulated ice shapes in Figs. 1 and 2 were obtained
for the untapered wing with a MS-317 airfoil sec;
tion defined streamwlse with a sweep angle of 30'
and an aspect ratio of six. All trajectory and
ice accretion calculations were carried out for
inviscid flow computed on the mid-semispan section
where the spanwise pressure gradient was negligi-
ble. All calculations were performed for one time -
step to save computer time, which is approximately (c)
7 minutes per run on the Cray computer. The in-
crease in time, in comparison with the two-
dimensional case, is primarily due to the trajec-
tory calculations where, despite the yawed infi-
nite wing approximations, the computation of the
off-body velocities involves repeated large matrix
multiplications in which all wing panels are
represented. 

r

Figure la shows a comparison of measured and
calculated ice shapes for Run 8, which corresponds
to T a 0', a a 2, t - 390 sec. As can be seen, ' .
the agreement between measured and calculated ...... ....
results is remarkably good. The calculated (d)
results for a calculation time of 1164 sec and for
1.. O*F and a - 20 (Run 11) are shown in Fig. lb Fig. 1. Comparison of calculated (solid lines)
and indicate reasonable agreement with measure- and measured (dashed lines) ice shapes. Rime ice:
ments despite the one time step used in the calc- (a) Run 8, (b) Run 11, (c) Run 9. (d) Run 10.
ulations. It is expected that the ice growth will
have some effect on the velocity field and on the a mixed ice growth was observed. Run 7 in Fig. 2a
calculated droplet impingement. A comparison of for a - 20 and t - 390 sec. indicates good agree-
predicted and measured ice shapes obtained for ment between experiment and theory, except for
To - O*F at a - 8" for t - 390 and 1164 sec. (Runs some deviation on the upper surface. The results
9 and 10) are shown in Figs. lc and ld, respec- in Fig. 2b at the large time step of t - 1164 sec.
tively. The agreement is again reasonable, keep- (Run 1) are more or less in agreement in predict-
ing in mind that only one time step was used in ing the amount of ice accumulated, but they differ
the calculations. in predicting its shape. It is known from two-

dimensional calculations that a large number of
The next set of studies was conducted for a relatively short time steps are needed to predict

slightly higher freestream temperature of 70 horn-shaped ice for glaze ice. Since the mixed
a 15*F, representing an icing condition for which ice formation tends toward glaze ice shapes for

2



used the strip theory approximation rather than
the yawed wing approximation. We calculated the
three-dimensional velocity field from the panel
method and used the velocity distribution in the
LEWICE code for the streamwise airfoil section.
Figure 3 shows a comparison between the ice shapes
computed with strip theory (2-0) and yawed wing
(3-0) approximations together with the measured
ice shape for run 11. As can be seen, both calc-
ulated ice shapes, at least for this run, agree
reasonably well with experimental data. Addi-

(a) tional studies are underway to further investigate
the differences between the two procedures.

(b)

Fig. 3. Comparison of calculated ice shapes with
experimental data. 2-0 represents the ice shape
with strip theory approximation and 3-D that with
yawed wing approximation.

2.3 The Role of Wind Tunnel Effect on the Calcu-
lation of Ice Shapes

In general, infinite yawed wing conditions
"apply to the mid-semispan section of wings with

(c) \,, an aspect ratio greater than about five. This
approximation becomes progressively less accurate

Fig. 2. Comparison of calculated (solid lines) as the tip or the root of the wing is approached,
and measured (dashed lines) ice shapes. Mixed but in most instances it can still provide reason-
ice: (a) Run 7, (b) Run 1, (c) Run 6. able answers. A point to remember about the use

of this approximation with finite aspect ratio
wings is that although the flow may have the

Table 1. Test Conditions for MS-317 Ice Accretion desired characteristics, its lift is always less
Experiment of Ref. 8, V, = 150 mph, d = 20 pm, than the lift of a wing with infinite aspect

LWC = 1.03 gm- 3 . ratio. This may lead to problems in comparing
calculations with experimental data unless the

T t a aspect ratio or the pressure distribution is also
Run Ln!! (sec) (dSg) (ks/c)i given. If the pressure distribution is not avail-

1 15 1164 2.0 0.00192 able, the given angle of attack may not properly
6 15 1164 8.0 0.00192 represent the experimental conditions. Similar
7 15 390 2.0 0.00192 problems may also arise in simulating wind-tunnel
8 0 390 2.0 0.00127 conditions by calculating the corrected incidence
9 0 390 8.0 0.00127 and lift coefficient in free air, because the

10 0 1164 8.0 0.00127 trajectories in the two cases may be far from
11 0 1164 2.0 0.00127 identical. One solution to the wind-tunnel prob-

lem, which may be the only acceptable solution for
large times, it is not surprising that one time a swept wing spanning the tunnel, is to calculate
step calculation is not sufficient to predict the the flowfield about the wing in the presence of
actual growth of the ice shapes. Similar comments the tunnel walls.
apply to Fig. 2c, where comparisons are for a
large time step of t - 1164 sec. (Run 6), but at The comparisons between the calculated and
a - 8". experimental ice shapes presented in Subsections

2.1 and 2.2 were obtained for the icing conditions
2.2 Comparison of Measured Ice Shapes and Pre- and angle of attack given in Table 1. Care, how-
dictions Obtained with Strip Theory Anoroximation ever, is required to perform the calculations as

closely as possible to the stated experimental
Additional calculations were also performed conditions. Even though the atmospheric icing

with the LEWICE code to determine the ice shapes conditions are properly defined in the LEWICE
on the leading edge of the MS-317 swept wing dis- calculations, the angle observed in the wind
cussed in the previous subsection. This time we tunnel together with the wing aspect ratio may
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need to be different when the flowfield calcula- wind-tunnel data is a trial and error process.
tions are performed with the panel method for a Studies are underway to extend these calculations
free air model. to include a wing with ice. This is relatively

easy, except for the longer computing times for
To investigate this possibility further, we the particle trajectories resulting from the large

have calculated the pressure distributions for a number of panels used in the calculation of the
constant chord wing with NS-317 streamwise sec- inviscid flowfield.
tions and with a 30* sweep, having a finite aspect
ratio in free air and spanning the side walls of 3.0 Three-Dimensional Interactlive Boundary-
a wind tunnel, using the panel method of Ref. 12. Layer Nethod
The free air model was chosen to have an aspect
ratio of 6 in order to reduce the root and tip A complete description of the three-dimensional
effects at the mid-semispan location. It was interactive boundary-layer method is described in
found that the angle of attack of the free-air Ref. 9 and is presented here for completeness.
model had to be increased to 40 for the pressure
distributions to match the experimental data of As in two-dimensional flows, the interactive
Bidwell• measured at 2° angle or attack in the method for three-dimensional flows is based on
wind tunnel. The 80 angle-of-attack case in Table the solutions of the inviscid and boundary-layer
1 required an increase of 3.5" angle 'of attack in equations. An interface program, illustrated by
free air to obtain satisfactory agreement with the Fig. 5, is placed between the inviscid and three-
pressure distributions. Since there is some doubt dimensional inverse boundary-layer methods to pro-
about the flowfields being matched at the widely cess the geometry and inviscid velocity data for
differing angles of attack in the wind tunnel and input to the boundary-layer program. The basic
in free air, the flow was calculated about the input to this program is (1) the definition of the
wing in the wind tunnel. This requires additional wing configuration that is used by a geometry sub-
paneling of the tunnel floor, ceiling and one routine to construct a nonorthogonal coordinate
sidewall, while taking advantage of one plane of system and (2) the associated geometrical param-
symmetry. Figure 4 shows the calculated and mea- eters, which consist of the geodesic curvatures
sured pressure distributions at a - 2* in the and metric coefficients needed in the boundary-
wind tunnel compared with results from the calcu- layer calculations. Some of the generated data
lations in free air at a - 20 and 49. Agreement is used later in a velocity subroutine to deter-
between the experimental data and the calculations mine the inviscid velocity components at the
for the wing in the wind tunnel is very good, boundary-layer grid points and to transform the
considering that the calculated pressure distribu- inviscid velocity component% on the surface, calc-
tion corresponds to inviscid pressure distribution ulated in a Cartesian coordinate system, into the
and does not include any viscous effects. As can boundary-layer coordinate system. This operation
be seen, matching of free-air calculations with consists of calculating dot products of velocity

vectors as well as chordwise and spanwise interpo-
lation. Further velocity and geometry data pro-
cessing is carried out in a subroutine that sepa-

1.2 * rates the generated information into upper and
lower surfaces of the wing for boundary-layer
calculations.

0.4 .1

fig. 5. The interactive boundary-layer method.
0.2 X/ 0The above procedure is appropriate to wings

without ice and has been used to c• 1 pute transonic
flows on wing/body configurations where, since

-0.4 the wing leading edge was free of ice, there wasno difficulty in generating solutions near the
attachment line by constructing the nonorthogonal
coordinate system and computing the geometrical
properties of the wing. For a wing with ice, gen-

-0.8• eration of the boundary-layer solutions near the
leading edge can pose problems since the geodesic
curvatures and metric coefficients must be deter-
mined for an irregular surface. In addition, the
formulation of the interactive boundary-layer

Fig. 4. Computed and experimental pressure dis- method developed for iced airfoils must take
tributions for the NS-317 airfoil. - denotes account of the three-dimensional nature of the
results for a . 20, free air, --- a - 40, free flow. Thus, it is necessary to make changes in
air. Symbol o denotes experimental results for the strategy for solving the three-dimensional
a - 20, wing tunnel and o denotes calculated boundary-layer equations for an iced wing. These
results for a - 20, wind tunnel, are considered below.
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3.1 Boundary-Lnver Louations 2_ N v N - K 2 cote 2 Klu COsece # K2uw
h1 ax ay 2w c 21

The three-dimensional boundary-layer equations
for a nonorthogonal coordinate system are given cote cosece (P + v - (()
in several references. With Reynolds stresses ph1  ax by by
modeled by the eddy-viscosity concept, they can
be written as, subject to the same boundary conditions given in

Eq. (4).
a_(uh2 sine) + (wh1 sine) + 1-(hh ieaax 2 ( s ) (Vhlh 2 sine) . 0 3.2 Interaction L#aw

(1)
To account for possible flow separation, as in

u au + w au + v K U2cote + Kw2cosece two-dimensional flows, we use the interaction lawI 2 - 2byoI 2wof Veldman 1 3 where, for airfoil flows, the edge
velocity is expressed as the sum of an inviscid

2 velocity uV(x) and perturbation velocity 6ue(x)
+ K uw cosec 8 • + cote cos a due to viscous effects, that is,

12 ph1  ax ph2  az

ue(x) - u4(x) + due(x) (8)
• v L (b y) (2) The perturbation velocity is given by the Hilbert

integral

u aw + wN+ aw - K w2cote Ku 2COsece A . 1 Mxb d•(u.6.) do (g)
h1 ax h2 az ay 2 1Ue(X) I a do x -

cote cosece k cosec 2eap in the interaction region (xa, Xb)"• K2 1 uw= ph ax - h az
ph- ph2 To extend this inverse formulation to three-

dimensional flows, it is necessary that the two-
+ aw dimensional interaction formula given by Eq. (9)

(b ay (3) be either modified to account for the interaction
in the x- and z-directions or be replaced by

Here x denotes the coordinate along the lines another formulation which provides a relationship

formed by the intersection of the wing surface and between displacement surface and external veloc-

planes representing constant percent semlspan; z Aty. here we use the former approach, as des-

is the coordinate along the constant percent cribed in Ref. 14. and first generate an initial

chordlines that generate the wing surface, with displacement surface by solving the quasi-three-

chord defined as the maximum length line between dimensional boundary-layer equations subject to

leading edge and trailing edge. The third coord- the boundary conditions given by Eqs. (4) and (8)

inate y denotes the direction normal to the wing with the external velocity distribution u(x)

surface, and the parameter h denotes the metric obtained from the panel method. The second step
coefficients, with e the angle between the involves interaction between the inviscid flow

coordinate lines x - const and z = const. For an equations and the quasi-three-dimensional flow
orthogonal system, e - v/2. The parameters K1 and equations. As in two-dimensional flows, the
K2 are known as the geodesic curvatures of the solutions of the boundary-layer equations are used
curves z n const and x . const, respectively. to compute distributions of blowing velocity on
Equations (1) to (3) are subject to the follow- the surface, and these allow the inviscid flow
Eingbounsay ( ition) s u c tsolutions to be updated. In step three, after the
ing boundary conditions calculation of the initial conditions in the (y,z)

y 0 O. u - O, v - 0. w a 0 (4a) and (xy) planes, the fully three-dimensional
boundary-layer equations are solved with the

a uw a we(xz) (4b) external velocity components resulting from step
, u Ue(X,Z), w etwo. As before, the spanwise velocity component

The solution of the above equations also is assumed to correspond to its inviscid value.
requires initial conditions on two intersecting The viscous flow solutions are obtained by march-

planes; those in the (y,z) plane at a specified ing in the spanwise direction at each advancing

chordwise location are determined from the solu- chordwise location. This represents the first

tions of the equations discussed in Subsection phase in an interactive loop that involves the

4.3. Those on the (x,y) plane, at a specified fully three-dimensional boundary-layer equations.

s location z z 20. with 2 corresponding In the subsequent phases, as before, the blowingspanwise velocitynistributin istuseztocobtaisionrove
to, say, the root location, are determined from velocity distribution is used to obtain improved

the solutions of the quasi-three-dimensional form inviscid flow solutions, so the fully three-

of Eqs. (1) to (3) with all derivatives with dimensional boundary-layer equations are solved

o nfor iced wings as for clean wings in transonicrespect to z neglected, that is, flow.' 4

k -(uh sine) + L _~ (Vh h2 sine) . 0 (5)
ax 2  b 1 2  The viscous effects in the spanwise component

we are assumed to be second order, although their

IL IM M v - K u2 cote + K2 wcosece K UW neglect is contrary to the irrotationality condi-
h ax ay 1 w 1  tion. However. trial calculacions involving vari-

ations of both velocity conditions showed that
( errors were smaller than those associated with

cosec 0 (b ()) *the convergence of the solutions.
ph1  ax ay ay
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3.3 Transformed Equations # . (uo0 Vs)/2 hlsineg(x,z..)

As in two-dimensional flows, we express the and with a prime now denoting differentiation with
boundary-layer equations in transformed variables respect to Y and u- and we denoting edge velocity
for computational purposes. At first, when the components normalized by reference velocity uo.
equations are solved for a prescribed external Eqs. (1) to (3). with el defined by Eq. (15) and
velocity distribution (standard problem), we use m's given in Ref. 9, are written as
the Falkner-Skan transformation and a modified
version of this transformation for the inverse (bf)' + ef" + m.(f') 2 

- (ae) 2 ] 2 m(f'~g - a
mode. In the former case, the independent vari- 2 e O
ables are defined by !2

y ,e h/ dx + M 8 [ ( g , ) 2 _ ( 9e ) 2 Lf _x -x, z = z, v, - (•-•) y s - tiJ hlX = mlO0f' • - Ue C)
X. Z -Z' us 0 1(10) 1( ax ea

For the dependent variables u, v and w, we intro- IL( - ie ue

duce a two-component vector potential such that
(19)

u h sine • ft W l ln at
uh2sin s ay' wh Isin e a 8(bg ")' + eg" + m3 [(g') 2  

- ( re)2] + m4 [f 'g ' - Be ge ]

vh h sine = - ( M * a) (11)
1 2 ax az 

-
g f1 2J .ma ge

In addition, dimensionless parameters f and g are 19 [(f')2 (Ue) " ml(f' ax e ax
defined by

( = (Ue 1S)l/2h 2sinef(x,z.,) + m7(g,' a !e
e 27( az e a

(12) (20)

(ueVs)l/2 Uo
S= u-e- husineg(x,z.n) The transformed boundary conditions for the sys-

e tem of Eqs. (19) and (20), with ue given Ly Eq.
(8) and with we corresponding to its inviscid

(bf")' ef" * m2 (f')2 + m5f'g' + m8 (g')2 + M11  value, are

af ., a = 0: f a g = f' 0 g' - 0 (21a)a f' F-f+ (13)* ml0f' • + m7g' aT13
l 7e: fo ae' go a e (21b)

(bg")' * eg" + m4 figi * m3 (g') 2 + M9(f.)2 + M12 The quasi-three-dimensional form of the equa-

tions, which are subject to the boundary condi-
• m 0 f' axU * m7g' 8_ (14) tions given by Eq. (21). are obtained from the

9az above equations by setting
ef' + (15) af' A aie awe

m1  + l i6 g' * m10 a 7 az az az " = "-i * 0 and m 6 - 0 (22)

The coefficients m1 to mi12 are defined in Ref. 9. To generate the initial conditions near the
leading edge of the iced wing, we use quasi-three-

In terms of transformed variables, boundary dimensional boundary-layer equations expressed in
conditions given by Eq. (4) become the inverse mode given by

a D : f * g f , a g a 0 (16) (bf ")' '+ ef ' + m2[(f') 2  
- 2) + m* (f lg ' - e re)

: f' g we

e- (e)2]-m 0(f' a -e ax)

The form of the transformed quasi-three-dimen- (23)
sional equations is identical to the form of Eqs.
(13) to (15), except for small differences (bg')' + eg" + m3[(g') 2 _ (Q)2] + 4fg, -

discussed in Ref. 9. 31(' 4(g fege

To solve the equations in the inverse mode, we 2 -2 1 a
define independent variables by m9[(f') -2(u) I - m(o(7) ax

uo 1/2 x (24)
x a x, z a z, Y - (-') y. s - I hldx (17) af'VS0 1el . mlf, + mO of (25)

and relate the vector potentials # and # to f and
g by The above equations can be further simplified

U ous)l/2 h sinef(x~z.Vt) if we assume that two adjacent defining sections
0  2 of a wing are connected by straight line develop-

(18) ment, as commonly used in the wing design. This
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feature simplifies the problem of shaping the inviscid method for each individual strip and
metal for a wing surface. As a consequence, we included the contribution of ice protruding beyond
can neglect the geodesic curvature of x , constant the wing contour and the drag coefficients from
lines, namely K2 , and thus set m3 - m ' - . From the boundary-layer calculations.
the definitions of m4 and m5, it canebe seen that
as a result of the above assumption, these two Figure 6 shows the variation of the calculated
terms are also small and can be neglected. We lift coefficients as a function of angle of
further assume that the local variations in cross attack. Since the primary purpose of the calcu-
sections in the spanwise direction are small. lations was to demonstrate the increase in drag
Examination of the terms ml, m2 and nQ for a typi- due to ice on a tapered wing, the angle of attack
cal wing shows that m2 reaches a value less than range was not extended to stall, which would occur
0.1 very close to the leading edge (x/c < 0.01) at relatively high angles of attack for low aspect
and m9 reaches a maximum value of 0.2. However, ratio wings. The higher lift coefficient than for
their magnitudes rapidly decrease with increasing the clean wing shown for the two iced wings is due
x and reach a very small value at x/c < 0.1. This to the normalization with the wing area of the
behavior allows us to neglect m2 and mg in the clean wing in both cases. The conclusion from
equations and set ml = 1/2. this figure is that lift is not affected by the

rime ice accretion for the angle of attack range
3.4 Solution Procedure considered here because the ice shapes along the

leading edge of the wing for runs 8 and 11 do not
A detailed description of the solutionproced- cause premature flow separation on the wing.

ure will be reported separately. Briefly, the
boundary-layer equations expressed in terms of
transformed variables are solved with Keller's 1.6 1164 SEC ICE
two-point finite-difference method 1 5 (box scheme) 390 SEC ICE LEAN
with boundary conditions expressed in inverse form 1.4
with the interaction law described in Subsection CL
3.2. Depending on the complexity of the flow- CL
field, two forms of the box scheme are employed.
In regions where all velocity components are pos-
itive, the regular box scheme is used. In regions
of either a negative spanwise velocity component
or negative streamwise velocity component, the
zig-zag box scheme described in Ref. 15 is used.

3.5 Performance Degradation of an Iced Tapered 0 4 8 12 16 20
win ANGLE OF ATTACK, DEG

The interactive boundary-layer method of Sec- Fig. 6. Effect of leading-edge 390 and 1164 sec-
tion 3 was used to study the performance degrada- ond rime ice on the lift coefficient of a tapered
tion of an iced wing having NS-317 airfoil stream- wing for R - 4.6 x 106 based on root chord.
wise sections, an aspect ratio of 3.43, and a
taper ratio of 0.4. Icing conditions were chosen The calculated drag coefficients shown in Fig.
to correspond to those in Runs 8 and 11, shown in 7 represent the profile drag of the wing only and
Table 1. The pressure distribution on the wing do not represent the total drag, since that
was computed at four locations defined by the requires the contribution of the induced drag.
midsection of each wing-section with a hundred The profile drag was calculated sectionwise from
panels on each defining airfoil section. The the Squire-Young formula based on the resultant
ice shapes corresponding to this pressure distri- velocity at the trailing edge. Comparable results
bution were computed with the method of Section 2 were also obtained from the momentum deficiency
in the middle of each wing section and were used in the far wake. Here we see considerable dif-
to distribute ice along the leading edge of the ferences between the clean wing and the two iced
tapered wing. The computed ice shapes for a - wings because the Reynolds number is relatively
20 were then assumed to be the same for all angles low (Re , 4.6 x 109 for the root chord) and
of attack on the wing in the investigation of the
performance degradation of the wing due to ice 0.025 1164 SEC ICE
shapes corresponding to the atmospheric conditions 7
given in Runs 8 and 11. At a specified angle of 0.020
attack, with the defined ice shapes along the 0.020
leading-edge of the wing, calculations were per- 390 SEC ICE
formed with the method of Section 3; that is, L015
inviscid flow calculations performed for an iced CD
wing were followed by the inverse three- 0.010 ...... LEAN
dimensional boundary-layer calculations to deter- 00...
mine the blowing velocity distribution to be used
in the ncorporation of viscous effects into the 0.005
inviscid method. The inviscid flow solutions made
use of four lifting strips, and the viscous flow 0
calculations included boundary-layer calculations 0.4 0.8 CL 1.2 L6
on the wing and in the wake, the latter requiring
velocities at off-body points in the potential Fig. 7. Effect of leading edge 390 and 1164-second
field. This interactive and iterative procedure rime ice on the profile drag coefficient of a
was repeated until the solutions converged. The tapered wing for Rc . 4.6 x 106 based on root
lift coefficients were then calculated from the chord.
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there are large regions of laminar flow on the cL Cdvkex 103

clean wing. The principal contributor to the drag
increase for the iced wing is the shift in tran- Calculated Measured Calculated
sition to near the leading edge due to roughness 0.38 0.37 7.3
of the iced surface. The contribution of the
surface roughness itself to the drag is very small
for Run 8 because the extent of ice is small and
its shape emulates an airfoil leading edge. The
additional drag increase for Run 11 results from
the surface roughness spread over a large wetted
area increment. The main conclusion that can be
drawn from these comparisons is that drag incre-
ments obtained between clean and iced airfoils in
wind tunnels depend on transition locations on the
clean wing. If the Run 8 case represents a wing (a)
with transition fixed at the leading edge and the
clean wing case is transition free, the observed
drag increments from the Run 11 case are quite CL Cdake x '0
different from each other. As a corollary, drag Calculated Measured Calculated
increments obtained from wind-tunnel tests may be 0 0.301 7.26
meaningless without fixing transition or knowing
where transition occurs during the tests.

3.6 Results for an Unswept NACA 0012 Wing

Bragg et al. 1 6 have tested two wings with a
simulated ice shape to determine its effect on wing
aerodynamic characteristics. They also tested the
same wings in clean conditions to establish the (b)
base case. Their measurements include selected cS Cdake x
chordwise pressure distributions, balance data on Calculated Measured Calculated
lift and drag coefficients, and section drag data
by wake measurements. Since these measurements 0.359 0.301 7.26
were conducted in a wind tunnel and our calcula-
tions were to be done for freestream conditions,
at first we decided to perform the calculations for
the clean unswept wing with the interactive method
of Section 3. The inviscid code used seven lifting
strips, each with 180 chordwise panels along the
semispan.

Figure 8 shows the calculated pressure distri-
butions for a - 4 degrees together with the (c)
experimental results. The overall agreement is
very good. Also shown are the integrated sectional Fig. 8. fompari¶tn n ,!culated (solid lines) and
lift coefficients which differ somewhat from case measured (symbols) results for the unswept clean
to case, but this is expected from integration of wing of Ref. 16 at -- 4*: (a) y/b - 0.168, (b)
nonsmooth data. Studies are in progress to evalu- y/b - 0.336. (c) y/b - 0.497.
ate the interactive method for the swept clean wing
and then apply the method to both unswept and swept a
wings with ice. 2

-2
4.0 Calculation of Ice ShaDes on

Multielement Airfoils L
-2 2 s 10 14 18 22 26

To extend the method developed for analyzing X

iced airfoils and wings to high-lift configura- Fig. 9. Geometry of the four-element airfoil.
tions, our studies first concentrated on the calc-
ulation of ice shapes on the slat of a four-element -s
airfoil shown in Fig. 9. Figure 10 shows the -4.0
inviscid pressure distribution of the clean four-
element airfoil at a * 00. The ice shapes of the -30
first element corresponding to times up to two
minutes are shown in Fig. 11 for a time step At -o.0
of one minute. With ice build-up on the first -1.o
element, the computed pressure distribution
build- up remains essentially the same except 0.0o
along the first element. Figure 12 shows the
progression of the pressure distributions of the to -2 2 a
first element with time. As can be seen, the ice x
accretions cause rapid changes in the pressure Fig. 10. Pressure distribution for the clean four-
distribution with large leading-edge peaks. element airfoil at * 00.
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F .Fig. 15. Pressure distribution for the clean four-
Fig. 11. Glaze ice shapes on the first element of element airfoil at a -60.
the four-element airfoil at a i 00.

-. 0 TM 0.0 2.0-20 -200

IC -4 T,40 000 4. 0.02.

--30

Fig. 12. Pressure distribution along the first Fig. 16. Glaze ice shapes on the first two ele-
element of the four-element airfoil with glaze ice ments of the four-element airfoil at a -6.
accretion at a - O*. The Ice shapes correspond to 2 and 5 minutes.

Very recently, the above method has also been

-- 3..0

extended to multielement airfoils. Figures 13 to
16 show the pressure distributions and the ice -- fou
shapes on the first two elements of the four- -40
element airfoil at a - 4. and 6*. The ice 1os hapes correspond to 2 and 5 minutes. gs0

Figures 17 and 18 show the results for the
four-element airfoil at a - 0 for a two-minute
glaze ice computed by the multielement LEWICE code.
Additional studies are in progress and will be
reported later. -40 00 4.0 B.0 12.0 160 2CZ 2-0 24C

X

-7.0 G tee s0.0 Fig. 17. Pressure distribution for clean and iced
ns oufour-element airfoil at a s 00.

-4.C. so

-2.: 4.0

o0. LA0.0
-14.0 0.0 4.0 &.0 12.0 16.0 20.0 -4 .

Fig. 13. Pressure distribution for the clean four-

elemen aindi atiato 40th exer0nt0da

elemnt arfoi at - 4~ -.0 0.0 4.0 0.0 12A) 1&.0 20 0 24 0 n 0

X
2.0.

Fig. 18. Computed two-minute glaze ice shapes on
Y 0.0- a four-element airfoil at a -0*.

2.0 5.0 Concluding Remarks

~4.CJUntil recently, the only capability for pre-
~ '~ .. ~dicting ice shapes on aerodynamic configurations

4.C .0 4 4.0 12..was limited to single airfoils. With the methods
X described here and with the method described in

Fig. 14. Glaze ice shapes on the first two ele- Ref. 17 for wings, this capability now includes
ments of the four-element airfoil at a . 40. wings and multielement airfoils. These methods,
The ice shapes correspond to 2 and 5 minutes. however. are In their infancy and require improve-

mpnts and validation with experimental data.
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The interactive method for three-d' ensional 9. Cebeci, T., Chen, H. H., Kaups. K. and
flows also provides a new capability that, except Schimke, S., 'Analysis of Iced Wings," AIAA
for the recent work of Ref. 18, did not exist for Paper No. 92-0416. Jan. 1992.
iced wings. Both methods are, also in the early
development stages and require additional work and 10. Potapczuk, M.G. and Bidwell, C.S., 'Numerical
validation with experimental data. Simulation of Ice Growth on a NS-317 Swept

Wing Geometry," AIAA Paper No. 91-0263, 1991.
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HIGH-LIFT AEROOYNANICS: PROSPECTS ANO PLANS

by

Lawrence E. Olson

Fixed Wing Aerodynamic Branch
NASA Ames Research Center, Moffett Field, CA

Abstract

The emergence of high-lift aerodynamics is
reviewed as one of the key technologies to the
development of future subsonic transport aircraft.
Airport congestion, comunity noise, economic com-
petitiveness, and safety - the drivers that make
high-lift an important technology - are discussed.
Attention is given to the potentially synergistic
integration of 'high-lift aerodynamics with two
other advanced technologies: ultra-high bypass
ratio turbofan engines and hybrid laminar flow
control. A brief review of the ongoing high-lift
research program at Ames Research Center is pre-
sented. Suggestions for future research directionsl
are made with particular emphasis on the develop-
ment and validation of computational codes and
design methods. It is concluded that the technol-
ogy of high-lift aerodynamics analysis and design
should move boldly into the realm of high Reynolds
number, three-dimensional flows.



EFFICIENT SIMULATION OF INCOMPRESSIBLE VISCOUS FLOW
OVER MULTI-ELEMENT AIRFOILS

Stuart E. Rogers
N. Lyn Wiltberger

Dochan Kwak
MS 258-1, NASA Ames Research Center, Moffett Field, CA 94035

Abstract challenging problems to the numerical investigators. These
include problems involving turbulent boundary layer sep-
aration, confluent boundary layers and wakes, Reynolds

The incompressible, viscous, turbulent flow over single number effects, three-dimensional effects, compressibility
and multi-element airfoils is numerically simulated in an ef- effects, transition, and complex geometries. Although the
ficient manner by solving the incompressible Navier-Stokes problems are inherently three-dimensional, there is still
equations. The computer code uses the method of pseudo- much to be learned about the flow physics by studying two-
compressibility with an upwind-differencing scheme for the dimensional models.
convective fluxes, and an implicit line-relaxation solution
algorithm. The motivation for this work includes interest The computational tools available range from the more
in studying high-lift take-off and landing configurations of efficient inviscid/viscous coupled methods, to a Reynolds-
various aircraft. In particular, accurate computation of lift averaged Navier-Stokes (RANS) analysis. An example of
and drag at various angles of attack up to stall is desired. the former method is given by Kusunose et al.1 They use
Two different turbulence models are tested in computing a full potential method coupled with an integral boundary-
the flow over an NACA 4412 airfoil; an accurate prediction layer method. These methods have been found to be suc-
of stall is obtained. The approach used for multi-element cessful in accurately computing the pressure distribution
airfoils involves the use of multiple zones of structured grids for multi-element airfoils, including cases up to maximum
fitted to each element. Two different approaches are com- lift, some of which involve separation. The coupled method
pared; a patched system of grids, and an overlaid Chimera has been proven to be useful as an effective engineering de-
system of grids. Computational results are presented for sign tool. This method is limited by its inability to compute
two-element, three-element, and four-element airfoil con- beyond maximum lift conditions, and may have problems
figurations. Excellent agreement with experimental surface with certain features of some airfoil systems such as flap
pressure coefficients is seen. The code converges in less wells, thick trailing edges, or unsteady effects.
than 200 iterations, requiring on the order of one minute
of CPU time on a CRAY YMP per element in the airfoil Navier-Stokes calculations for high-lift systems have
configuration. been investigated by a number of authors. 2- 4 Schuster and

Birckelbaw 2 computed the flow over a two-element airfoil
Introduction using a structured, compressible, RANS solver. The grid

system used was a pointwise patched system with three
zones, with C-grids around both the main element and

An increased understanding of high-lift systems will flap, and another outer C-grid surrounding those. Good
play an important role in designing the next generation of results were obtained for low Reynolds number turbulent
transport aircraft. Current designs for such aircraft typi- flow. The next two authors. Barth,3 and Mavriplis4 both

cally involve multiple elements, such as leading edge slats used an unstructured grid approach to handle the difficulty
and multiple-slotted flaps. The current trend is toward a of discretizing multi-element geometries. They were each
more efficient, yet simpler design which will lead to reduced able to produce accurate pressure coefficient information
manufacturing and maintenance costs. At the same time, on the airfoil surfaces. The accuracy of the unstructured
increases in lift coefficients for a given angle of attack and grid approach. however, is limited because of the very large
increases in maximum lift coefficient will lead to a larger aspect ratio of the triangular cells required to resolve high
payload capability. Improved designs will also allow for re- Reynolds number boundary layer flows. Also, this approach
duced noise in areas surrounding airports. Understanding is not well developed for three-dimensional problems. Large
of high-lift flow physics harbors the potential to improve computational resources are required, especially CPU mem-
airport capacity through a reduction of an airplane's wake ory. to make these methods work for viscous flows. Unstruc-
vortices, allowing closer spacing between subsequent air- tured methods are currently generating a lot of interest in
planes taking off and landing. the research community; improvements to these limitations

are to be expected in the near future. Until such a time.
Increased knowledge of the flow physics involved with the current authors believe that a structured grid approach

high-lift systems is therefore of greater interest than ever is the most suitable for solving viscous multi-element prob.
before as the need to improve over current designs be- lems in two and three dimensions.
comes acute. Study of these configurations will require
both computational and experimental efforts. Computa- The current work uses an incompressible HANS flow
tional fluid dynamics (CFD) is playing a large role in this solver to compute the flow over multi-element airfoils. Two
work. Multi-element configurations present a number of different grid approaches are used; the first approach em-



ploys the patched grids utilized in Re. 2, and the sec- One of the studies for this problem includes a comparison
ond uses an overlaid grid approach known as the Chimera of the Baldwin-Barth turbulence model with the Baldwin-
scheme.5 The current work examines several airfoil flow Lomaxw1 algebraic turbulence model
problems in two dimensions in an effort to characterize cur-
rent capability to numerically study such problems. Grid Computed Results
topology, computational efficiency, and resulting accuracy
are issues to be examined in the current work. An incom-
pressible flow solver is being utilized because the flow con- NACA 4412 Airfoil
ditions for take-off and landing will generally be less than
a Mach number of 0.2. In the actual flow, compressibility
effects will generally be confined to a small localized re-gion, such as near the area of a leading-edge slat. Since the Calculations were performed for the flow over an
gionsuheasbnear-theoarea ofystleadi ong-ede slat. Sqaince t NACA 4412 airfoil at a Reynolds number of 1.52 million. Aincompressible Navier-Stokes system has one less equation C-grid with dimensions of 241x63 was used, with wall spac-
than its compressible counterpart, less computing resources .nso h re fi, hihcrepnst ~vle
are required. in@ on the order of 10,--' which corresponds to y+ values

on the order of one. The grid was computed using a hyper-
Algorithm bolic grid generator.'s A close view of this grid is shown in

fig. 1.1. In order to compute flow quantities for the points
on the computational boundary in the "wake cut" line of

The current computations are performed using the the c-mesh, two lines of dummy points are added such that
INS2D computer code which solving the incompressible these dummy points coincide with points on the other side
Navier-Stokes equations for steady-state flows$ and for un- of the wake line. The first line of these dummy points is up-
steady computations. 7 This algorithm has also been ap- dated by injecting values from the coincident interior points
plied to problems in three dimensions using the INS3D-UP on which they lie. Using this overlap produces smooth solu-
code.8 The code is based on the method of artificial cor- tions to the equations across this computational boundary.
pressibility as developed by Chorin' in which a pseudo-time This procedure also adds dummy points inside the airfoil.
derivative of pressure is added to the continuity equation. These points are merely blanked out and never used in the
Thus the convective part of the equations form a hyper- solution procedure. All of the C-grids in this work use this
bolic system, which can be iterated in pseudo-time until overlap.
a steady-state solution is found. For unsteady problems,
subiterations in pseudo-time are performed for each phys-
ical time step. Since the convective terms of the resulting
equations are hyperbolic, upwind differencing can be ap-
plied to these terms. The current code uses flux-differencing
splitting modeled after the scheme of Roe.' 0 The upwind
differencing leads to a more diagonally dominant system
than does central differercing and does not require the ad-
ditional use of artificial ,issipation. The system of equa-
tions is solved using a Gauss-Seidel type line-relaxation
scheme. The line-relaxation scheme is very useful for com-
puting multi-zonal grids because it makes it possible to it-
eratively pass AQ (which is the change in the dependent
variables for one time step) information between the zonal
boundaries as the line-relaxation sweeping takes place. The Fig. 1.1. 241x63 grid used for flow over an NACA
result is a semi-implicit passing of boundary conditions be- 4412 airfoil.
tween zones, which further enhances the code stability.11
The resulting code is very robust and stable. It is capable
of producing steady-state solutions to fine-mesh problems This flow was computed using two different turbu-
in 100 to 200 iterations. More detail about the computer lence models, the Baldwin-Barth model12 and the Baldwin-
code can be found in Refs. 6-8. Lomax model.'I Figure 1.2 shows a comparison between

these computations and the experimental results of Coles
Most of the present calculations used the turbulence and Wadcock' at an angle of attack of 13.87 degrees, which

model developed by Baldwin and Barth,'1213 where the is very nearly maximum lift conditions. In the experiment
specific formulation found in Ref. 12 was used. This is the flow separated at approximately 85 percent of chord.
a one-equation turbulence model that avoids the need for Trip-strips were employed in the experiment on the suction
an algebraic length scale and is derived from a simplified and pressure surfaces at chord locations of r/c of 0.023 and
form of the standard k - e model equations. In the current 0.1, respectively. The computations thus specify these as
application, the equation is solved using a line-relaxation the transition points. For the Baldwin-Barth model this is
procedure similar to that used for the mean-flow equations. implemented by setting the the production terms to zero
This model has been found to be very robust and easy upstream of these locations: for the Baldwin-Lomax model
to implement for multiple-body configurations. The next the eddy viscosity is set to zero upstream of the transition
section includes computations of flow over a single airfoil. location. The agreement is fairly good, with the biggest



discrepancy occurring at the trailing edge where the pre- in boundary-layer coordinates, that is, the velocity com-
dicted pressure is too high. However, the Baldwin-Barth ponent tangential to the local airfoil surface. This figure
model does give a flattening of the pressure over the aft shows in greater detail the problems of the Baldwin-Lomax
15 percent of chord, indicating flow separation, where the solutions in this region: the boundary layer profile is too
Baldwin-Lomax solution does not show this tendency. This full and the solution shows only a tiny region of separation.
figure also shows that the computations with the transition The Baldwin-Barth solution is in closer agreement with the
predict a leading-edge laminar separation bubble. The ex- experimental results, but also suffers from too small of a
periment reports that there was no laminar separation bub- separation region. The case without transition shows the
ble at this angle of attack, so an additional computation best agreement with the experimental profiles.
was run using the Baldwin-Barth model with the produc- -
tion terms turned on everywhere, thus the boundary layer 2.0. ...........
was fully turbulent. The pressure coefficient for this is also
shown in fig. 1.2. There is a slight improvement in the___
trailing edge area for this solution. The Baldwin-Lomax
model showed no difference in the pressure or velocity solu-
tion when it was run without specifying transition, except Q 1.0"
that it removed the laminar separation bubble.
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Fig. 1.4. Lift coefficient versus angle of attack for
2 flow over an NACA 4412 airfoil.
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X/C Computations were run for a range of angles of attack

Fig. 1.2. Pressure coefficient on surface of an from zero lift to maximum lift. The lift coefficient versus

NACA 4412 airfoil at Reynolds number of 1.52 mil- angle of attack is plotted in Fig. 1.4. This shows that
lion comparing calculations with Baldwin-Barth the Baldwin-Barth solution with transition gives very good
and Baldwin-Lomax turbulence models and exper- agreement in the lift, including the prediction of stall. For
imental data. all cases, as the angle of maximum lif was approached the

flow tended toward unsteadyness. That is. the steady-state
010 computations did not converge completely' which, for the

0.30 t iartificial compressibility formulation means that the results
0.08 ,,f,.do not satisfy the continuity equation. In these cases the

code was then run in a time-accurate, unsteady mode. For
20.06

'. 1~ the Baldwin-Barth model with transition, at an angle of
C 0.04 . attack of 14 degrees, the unsteadiness dies out when the

002 A- . .• . / computations are run in a time-accurate mode. At 16 de-
.!grees, an unsteady periodic behavior ensues. as shown in

" .00- - the figure, the mean lift drops sharply below the values
from smaller angles of attack. Examination of the flow

005 1 00 0 0• I oshows that the leading-edge laminar separation bubble is
0 0.3 1 0 0.5 0 0..- periodically shedding and traveling through the boundary

u/tLztf layer on the top surface of the airfoil, and past the trail-
ing edge. Figure 1.5 shows the pressure coefficient on the

Fig. 1.3. Velocity profiles on upper surface of an surface of the airfoil at seven different times through the
NACA 4412 airfoil at streamwise stations of z/c = period of this flow. The forming of the leading-edge vortex
0.62, 0.675, 0.731, 0.786, 0.842, 0.897, and 0.953. is evident, and it can be seen that it travels downstream

and past the trailing edge.

"Velocity profiles from the suction surface boundary For the Baldwin-Barth model without transition at an
layer are plotted in fig. 1.3 at streamwise stations of x/c = angle of attack of 16 degrees. all oscillations damp out and it
0.62. 0.675. 0.731. 0.786, 0.842, 0.897, and 0.953. The pro- converges to a steady-state solution. At 1S degrees. the lift
files are shown using the streamwise component of velocity continues to oscillate periodically, yet there is only a slight



drop in the lift, and there is a complete absence of a leading- to the difficult nature of solving the unsteady incompress-
edge separation bubble. The Balwin-Lomax computations ible Navier-Stokes equations, it prombly would not be corn-
do not have any type of periodic unsteady behavior with or putationally cheaper to use an incompressible formulation
without transition. The results from this model show that over a compressible Navier-Stokes code to study post-stall,
a drop in lift does not occur until an angle of attack of 20 unsteady airfoil flows.
degrees.
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Fig. 1.6. Convergence history showing MaximumFig. 1.5. Pressure coefficient on the surface of the residual versus iteration number for flow aver an

NACA airfoil at 16 degrees angle of attack for seven NACA 4412 airfoil at 13.87 degrees angle of attack.

different times during the unsteady periodic mo-

tion. Two-Element Airfoil

In short, the Baldwin-Barth model shows promise for The geometry is made up of an NACA 4412 airoil with
use in predicting high-lift flows, and although some defi- an NACA 4415 flap deployed at 21.8 degrees. with the en-
ciencies are shown here, it is significantly better than the tire configuration at 8.2 degrees angle of attack. This ge-
Baldwin-Lomax model. In addition, the Baldwin-Barth ometry was studied experimentally by Adair and Home."7

model is much easier to use than the Baldwin-Lomax model, The chord Reynolds number was 1.8 million, and the Mach
in that is does not require a length scale; it is straightfor- number in the experiment was 0.09. The blockage in the
ward to implement for a multi-element airfoil computation. wind-tunnel was severe enough that the wind-tunnel walls
All of the results in the later sections of this paper use the needed to be included in the calculations in order to get
Baldwin-Barth model. good agreement with the experimental pressure coefficients.

The convergence history is shown in Fig. 1.6 for the
angle of attack of 13.87 degrees for both turbulence mod-
els with and without transition. In general, fast conver-
gence is seen, with converged solutions obtained in 100 to
200 iterations. Specifying the transition tends to produce
an unsteady component into the flow field which some-
what delays the convergence. It can also be seen that the
Baldwin-Lomax computations converge much faster than
the Baldwin-Barth model. The computing time on a Cray
YMP required for this 241 x 63 mesh is 100 seconds for 200
iterations when using the Baldwin-Barth model, 90 seconds
for 200 iterations with the Baldwin-Lomax model. Whenrunning the unsteady cases, the algorithm requires subiter- Fig. 2.1. Three-zone patched grid used to compute

runingth untedy ass, healgrihm eqire sbitr-flow over an NACA 4412 airfoil with an NACA 4415
ations at each physical time step to drive the divergence of floi t
velocity toward zero. When running the unsteady 16 de- flap.
gree angle of attack case with a non-dimensional time step
of 0.05, 40 physical time steps resulted in one period of the The airfoils were discretized using two different grid
flow. This took about 10 minutes of computing time. Due approaches. The first follows the work of Schuster and



Birckelbawl and uses 3 zones which are patched together iment is seen in the suction peak at the leading edge of the
using coincident points. This grid is shown in Fig. 2.1. flap. The difference might be explained by a difference in
Each of the elements is surrounded by a C-grid, and these the geometry between the computations and the experi-
two grids are surrounded by another C-grid which extends ment. There was an ambiguity in the way in which the flap
out to the wind-tunnel walls. The dimension of these grids position is defined.
are 374x44, 241x33, and 352x32, respectively, for a total of -12
35,000 points.
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Fig. 2.3 Pressure coefficient on surface of two-
element airfoil comparing both patched grid and
overlaid grid schemes to experimental results.

10

Fig. 2.2. Overlaid Chim era grid used to com pute ........ . ....................................................................
flow over an NACA 4412 airfoil with an NACA 4415 10
flap.

The second type of grid uses a Chimera' approach, in " 10 " ,
which C-grids were generated about each of the elements.
To include the effects of the* wind-tunnel walls these grids

-. ................... . . .were inset into a third zone composed of an h-grid. A par- E 10.. ... ......... ................................
tial view of these three grids is shown at the top of Fig. 2.2, 10
with a close-up of the main-element grid in the vicinity of
the flap shown in the bottom half of this figure. These grids cc
had dimensions of 261x49, 203x35. and 121x61, for a to- -... . ................ ............... .....................
tal of 27.500 points. To implement the Chimera approach, 10
these grids are given to the PEGSUS5 code. This code
first punches holes into grids where they overlap a body
(as shown in the bottom of Fig. 2.2). It then computes 10
the interpolation stencils used to update the flow quanti-
ties at the fringe points of these holes, and to update the
flow quantities at the outer boundaries of grids which lie ._
inside another grid (like the outer boundaries of the c-grids 1% 50 10.0 150 200
seen in the top of Fig. 2.2). For both the Chimera and the
patched grid approaches, the spacing next to the surfaces Iteration Number
was set to 2 x I0-. which correspond to y+ values at the
wall on the order of one. Fig. 2.4 Convergence history for flow over two-

element airfoil for patched grid and overlaid grid
The computational results compare well with the ex- schemes.

perimental results of Adair and Home."7 A plot of the pres-

sure coefficient on the surface of the elements is shown in
Fig. 2.3. Results from both of the grid approaches is shown. Figure 2.4 shows the convergence history for these corn-
The biggest difference between the computation and exper- putations. They both converge very well, giving a steady-



state solution in about 100 iterations. Each of these grid edge of the flap shows that there is a separation occurring
cases takes about 100 seonds of CPU time on a Cray over the top surface of the flap. This profile shows that
YMP for 100 iterations. The code rums at about a rate the computational separation bubble is not as thick as that
of 80 MFLOPS, and requires 36 x101 CPU seconds per seen in the experiment, but that the computations do an
grid point per iteration. Since the Chimera approach uses excellent job of capturing the wake from the main elenmet
about 20% fewer grid points, it takes a little less comput- in this regon.
ing time. The major difference between these approaches is
the amount of time and effort it takes to generate the grids.
The patched grid case takes on the order of several hours of
work; it involveo gui.-.ting inner boundaries which define
the surface with the proper point distribution to ensure that
the grids can be patched together. Then hyperbolic grids
are marched halfway across the gap from each of the ele-
ments. The resulting outer boundaries of thee are merged
into a comamn interface where they match. The inner grids 4.
are recalculated to match this interface. Finally, the outer
C-grid is marched outward using a hyperbolic grid gener-
ator. The process is tedious and is not easily repeatable
for a different case (new flap placement, or flap angle), or
for a different geometry. On the other hand, the overlaid 30

grids can.be generated in only a matter of minutes; one O
need only generate two independent hyperbolic grids about 25. . ... .

each of the elements, and then feed these into the PEGSUS
code5 as described above. Once this has been set up for 2.0
one case it is very easy to reproduce it for another case or
another geometry. It is for these reasons that the overlaid 1 - --

grid approach was adopted for the rest of the cases and -5 0' 5 10 15' 20

geometries in this work. Alpha

OM 0.7S6 &12 - O - Fig. 2.6 Coefficient of lift versus angle of attack

as computed by the overlaid grid approach for the

O0 ' -m s I

= io "rI/eeI I t r:
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Further calculations were carried out using free-stream
outer boundaries (neglecting wind-tunnel walls). These cal-
culations use the overlaid grids with two zones, where the
main element grid extends beyond ten chord lengths from
the airfoil. These were run at various angles of attack to
show the capability to compute maximum lift conditions as
well as poet-stall conditions. The curve of lift coefficient

Fig. 2.5 Velocity profiles from overlaid grid calcu- versus angle of attack is shown in Fig. 2.6. The lift drops
lations compared to experimental data. off sharply at alpha = 15 degrees, and the calculations in-

dicate that the flow becomes unsteady beyond that an.
of attack. The skin friction along the surfaces of the air:

Figure 2.5 shows velocity profiles from the Chimera elements is shown in Fig. 2.7. It can be seen that the ti4
calculations at three locations on the top surface of the separates at the trailing edge of the flap even at zero a,
main element and flap. These are plotted with experimental gle of attack, and that this separation reduces in size with
measurements of the profiles by Adair and Horne." These increasing angle of attack. The main element has trailing
plots show fairly good agreement with the experimental edge separation occurring at angles of attack of 12 degrees
results. The biggest discrepancy is the difference in the and greater. It becomes massively separated at an angle of
gap velocity off the surface of the flap's leading edge. This attack of 16 degrees. At this angle of attack the flap shows
is related to the difference seen in the pressure coefficient evidence of a vortex passing over the top because of the
plot in Fig. 2.3. The velocity profile from the trailing large dip in the skin friction on the surface of the flap.
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Fig. 3.2 Velocity magnitude contours at 20.4 de-Fig. 2.7 Skin friction on the surface of the main

element and flap for various angles of attack.

Three-Element Airfoil

The three element computational configuration was Figure 3.2 shows velocity magnitude contours of the

taken from an experimental geometry of a supercritical air- three element configuration run at 20.4 degrees angle of at-

foil which has been tested by Valarezo et al."s This airfoil tack. The wake of the slat is clearly seen across the top

consisted of a leading edge slat deployed at -30 degrees, a of the succeeding elements. The experimental results of

main element, and a trailing edge flap deployed at 30 de- Valarezo et al. 18 and the computational results of this study

grees. The experimental Mach number was 0.2 and the :re compared in Fig. 3.3. These figures show pressure co-

chord Reynolds number was 9 million. The Chimera ap- efficients on the surfaces of each element at three different

proach was used to discretize the geometry and produce a angles of attack. 8.1, 20.4, and 23.4 degrees. Very good

computational grid. A C-grid was placed around each ele- agreement is seen except on the suction side of the slat.

ment. with the main-element grid extending out to the far Also, there is a discrepancy on the upper surface of the flap

field. The grids for the slat-, main-, and flap-element had trailing edge. The experimental results show a strong ad-

dimensions of 221x41. 401x75, and 221x47. respectively, for verse pressure gradient followed by a fiattenin• in the pre.s-

a total just under 51 .000 points. The top of Fig. 3.1 shows sure coefficient curve, which is generally evidence of flow

every other grid point in the first and third element grids. separation. The computational results do not show this.

with the resulting holes caused by the main element. The This is probably due to the general trend of the turbulence

second half of this figure shows the main element grid. The model to underpredict the amount of separation. The ex-

wake cut boundary of this grid has been aligned just above periment allowed free transition on the elements, and the

the top surface of the flap element in an attempt to put computations assumed a turbulent boundaryv layer every-

as many points as possible in the wake and boundary-layer where. Further work in this area could include use of a

region found there. transition model for this calculation.



Convergence histories of these computations ae shown
in Figure 3.4. These computations converge well, with

Isteady state solutions being obtained after 200 iterationo,
which corresponds to about 4 minutes of CPU time on a
Cray YMP.

-2 -Fu-Ement Airfoil

0-

The geometry is made up of a NASA 9.3 percent blunt-
"-2 based, supercritical airfoil with a leading edge slat deployed

__1 _____ at -47.2 degrees and two trailing edge flaps at 30 degree and

49.7 degrees respectively. This configuration matches the
-0. -geometry used in the experimental work done by Omar et

-1t " al.' The Mach number in the experiment was 0.201 and

___ the chord Reynolds number was 2.83 million. The geometry
was discretized using the Chimera approach. C-grids were

0 generated around each of the elements, with the main ele-
ment grid being marched out to the outer boundary. These

_ _ grids were overlaid and the PEGSUS' code was used to
-2 create an ovelaid grid. Approximately 55,000 points were

used in the resulting composite grid in order to resolve the
.20- flow physics adequately in the boundary layers and wakes.

-15 The grid spacing next to the surfaces of the afoils was

.30- 
1_0-5 which ensures y+ values of one near the wall.

0.0 0.5 1.0 1.5

X/c

Fig. 3.3 Pressure coefficient comparing computa-
tion and experiment for angles of attack of 8.1, 20.4,
and 23.4 degrees.

1.

10

o __ _ I- Fig. 4.1 Velocity magnitude contours at 14.25 de-

10 grees angle of attack.

10 . __

- s The computational results of this study were compared

10 
with 50 0 the the experimental results of Omar et al.h . Figure
4.1 shown velocity magnitude contours around the four el-
ement configuration at 14.25 degrees angle of attack. in

. ...... this figure the wake from the leading edge slat is apparent
10 undover the main element. Subsequent wakes from the main

F igelement and flaps can also be observed. Plots of the prts-

- .. ____ sure coefficient on the surfaces of the elements at angles
10 0 50 100 150 200o 2.50 of attack of 0.0, 8.13, and 14.25 degrees are shownm in Fig.

4.2. Again, excellent agreement is seen except there is once
Iteration Number more evidence that the computation of the flow over the

flap underpredicts the amount of separation at the lower
Fig. 3.4 Convergence for the three-element airfoil, angles of attack.



S6i The convergence histories for the four element config-
____ "___ uration at three different angles of attack are shown in Fig.

-6' [.tam 4.3. The computations converge well and a steady state
- ' solution is produced after about 200 iterations, which cor-

respond__s t apoximateyfu minutes of CPU time on
the Cray YMP.

Or__ Concuon

2-'
-125- ; • An incompressible flow solver has been used to com-

-1." pute flow over several airfoil geometries for the purpose of
-0.5 _ _ i developing a tool to study takeoff and landing configura-
--7.5" tions. The code is robust and produces numerical simu-

lations in a matter of minutes. The flow over an NACA
4412 airfoil was investigated, and the Baldwin-Barth and
Baidwin-Lomax turbulence models were compared. The
Baldwin-Barth model gave significantly better results, and
was much easier to use, particularly for multi-element flows.

_ _-_The use of the Chimera overlaid grid approach was found
to be much easier than using a patched grid scheme for
solving multiple element airfoil flows. Both approaches are

-1 t capable of producing accurate solutions. Accurate pres-

sure prediction was shown for geometries with two, three,
"10- and four airfoil elements. The common discrepancy be-1 tween these calculations and experimental results involves

separated flow. The results for the NACA 4412 airfoil in-
dicate that deficiencies with the turbulence model are the
most likely cause of these inaccuracies. Work in progress

- • with different turbulence models shows promise in remedy-
0.0 1.0 1.5 2.0 ing this. Investigation of other turbulence models and their

X/C implementation for a multi-element airfoil calculation will

Fig. 4.2 Pressure coefficient comparing computa- be the focus of future work. In addition, future work will

tion and experiment for angles of attack of 0.0, 8.13, include the extension of the current work to three dimen-

and 14.25 degrees. sions.
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1. ABTRACT3. SOLUTION PROCEDURE
1. ABSTRACT ~in ran-dimensional Conserative vector form dhe NavierThe use of unstructured mesh techniques for solving complex slof eqainsra

aerodynamnic flows is discussed. The principle advantages of
unstructured mesh straegies, as they relate to complex geometries 8W + £, VF 1adaptive meshing capabilities, and parallel processing weatm1e
emphasized. The various aspects requird for the efficient and where Re.. denotes the overall flow Reynolds number, and w
accurate solution of Aerodynamic flows ame addressed. These represents the conserved variables
includ mesh generation, mesh adaptivity, solution algonthmns, con-
vaenguce acocelration and turbulence modeling. Computations of
viscous turbulent two-dimensional flows and inviacid three- o
dimensional flows about complex configurations, are demonstrated.P 2
Remaining obstaclJes and directions; for furture research are also, out-P

2. INTRODUCTION
Over the last decade, much attention has been devoted to th P being the filud density. us, v arid w the cartesian velocity com-

develoliment and use of unstructured mesh methodologies within POWS and~ E ft ~intrnl energy F. reprMe 1s the convective
the , comunty.This enthusissm however ha no alay flux vector, the componentrs of which am algebraic functions of the

bowshredbydieaplictin:an, industral comnnmty. 7b conserved variables and the pressure, whinch itaccan bm e reltd to
Promse f esil WIM te &WfiZkdMOf omthe conserved variables throgh the perfect Pas relation. F. denotes

has been counterbalanced by questions of accuacy and eficlaicy. the virst dervatvectof. the compnntsee varwichabls Equactions (1)
Furthermore, the dearth of results concerning viscous flow cdualoi- tefrtdrvtm o h osie aibe.Fuf 1
tions using untructured meshes has produced skepticisma concern- represents a set of partial differential equations which must behisthevain f nstucure msh ecniqesfor practical amo- du ized in spAce in order to obtain a set of coupled ordinarydyai c the valu kf rcurdms eorale differential equatons, which can then be Integrated in time todynamiccalcultionsobtain the stady-state soluton. Spacial discretization is performed

There is no doubt that block-structured techniques he using a Galerti fiite-dieme typefoinu o Mw foloinproved extremely effective in discretizing very complex gerableres. derivation IS restricted to the twodimnsinal case for the Sake of
However, unstructured grid techniques offer additional intherent clarity, sinc the extension fmm two~dimersictts to tmadvantages which may not at first appew' evident. The possibility of ~es~i nieyssgsfaag.Mliligeutionee
easily performing adaptive meshing is perh~aps the largest advar- by a test functions #.Ard intgrain over physical Space yieldstags of unstructured grid methods. In fact, the implementation ofa
been found to incu unstructured-isesh type overheads [1). Further-Re

more although unstructured grid data-sets am irregular, they am Integrating the flux integrals by parts anid neglectig boundaryhomogeneous (as opposed to block structured grids where terms gives
diffeentiation between block boundaries and interiors must bea
made). One of the consequences of this property is that drdy -2JF V~i Ady - Vs duty (4)
unstructuried-mesh type solvers am relatively eaily parallelizable. kRe
While unstructured mesh solvers always incur additional Memory In order to evaluate the flux balance equations at a vertex p, # IS&Wu CPU-ume overhe"i due tjý the random nature of their data- take as a piecewise lincir function which has tie value I at node
sets. large gains in efficiency can be obtained by camfu choices of P, and vanishes At all ofthe vertices. Therefore, tim integrals in thedatastructures, and by resorting to mome efficient implicit Or above equation am non-zero only over ltrin& (tetrahedra in threet
multi-level solution procedures. When combined with Adaptive dimensions) whinch contain the vertex P, thus defining the domain
meshing and parallelization. these emn result ink truly competitive of influence of node P. as shown in Figure 1, for the two.
solution procedures. dimensional case. To evaluate the above integrals, we make use of

In fth following sections. the application of uNstucUre11d fth fact that #, and 4,Am constant over a triangle, and evaluate
mesh technique to various aerodynamic flow problems Am dis- spatial derivatives Of and w Over A triangle using vertex values
cussed. The particular approach chosen (i.e. a vertex based Galcr- by G ' com= integal thorm The convective fluxes F, am
kin finite-elemient discretizaition with additional artificial disspation tae as pieew~ise linear unctons in space. aid the viscous fluxes
termis and an unstructured multigrid algorithm for cnegce F. are pwacewise conistanit over each trangle, stince they am f1ormed
acocelratiom), rqeprset the mfth Iodooy adopted over several from first derivatives in the flow variables. Evaluating fth flux
years of research by the author, and constitutes but one of seveal integrals with these assumiptions, one obtains
comipeting approaches. Both inviscid and viscous flows Are con1- F4

+F" - *F
sidered although exclusively steay-state solution procedure amt __R_

discussed. Both two and three-dimensional probems Am addressed.



where the summations are over all triangles in the domain of steady-state is acceleraed by employing local time-stepping and
influence, as shown in Figure 1. AAR represents the directed (nor- implicit residual averaging [2.3.41. which have previously been
mal) edge length of the face of each triangle on the outer boundary described in the context of unstrucurred meshes.
of the domain, FA FO are the convective fluxes at the two vertices
at either end of this edge. and F,' is the viscous flux in triangle e, e 4. MULTIGRID STRATEGY
being a triangle in the domain of influence of #. If the integral on The idea of a multigrid strategy is to perform time steps on
the left hand side of equation (5) is evaluated in the same roaner, coarser meshes to calculate corrections to a solution on a fine
the time derivatives become coupled in space. Since we are i.at mesh. The advantages of time stepping on coarse meshes are two-
interested in the time-accuracy of the scheme, but only in the final fold: first, the permissible time-step is much larger, since it is pro-
steady-state solution, we employ the concept of a lumped mass porticnal to the cell size, and secondly, the work is much less
matrix. This is equivalent to assuming w to be constant over the because of the smaller number of grid points. On the finest grid of
domain of influence while integrating the left hand side. Hence, we the sequence, the flow variables are updated by the 5-stage scheme
obtain as shown in equations ('7). The residuals and flow variable im

then tran3ferred to the next coarser grid. If R' represents the

rip = -j(F:-.AL"3) (6) transfened residuals and w' the transferred flow variables, a forcing
& 2 Refunction on the coarse grid can be defined as

where the factor of 1/3 is introduced by the integration of 0 over P =R'-R(w') (8)
the domain, and Q, represents the surface area of the domain of
influence of P. For the convective fluxes, this procedure is Now on the coarse grid, time stepping proceeds as shown below:

equivalent to the vertex finite-volume formulation described in wC') w(q-i) - a,& (R(w(qr-i) + P) (9)
[2.3]. For a smoothly varying regular triangulation, the above for- for the q-th stage. In the first stage. 0-1) reduces to the
mulation is second-order accurate. transferred flow variable w'. Thus. the calculated residuals on the

Additional artificial dissipation terms are required to ensure coarse grid are canceled by the second term in the forcing function
stability and to capture shocks without producing numerical oscila- P, leaving only the R' term. This indicates that the driving force
tions. This is necessary for both inviscid Fnd viscous flow compu- for the solution on the coarse grid is provided by the fine grid resi-
tations. since in the later case. large regions of the flow-field duals. Thus we are ensured that, when the fine grid solution is
behave essentially inviscidly and the physical viscosity is not fully converged. no further corrections will be generated by the
sufficient to guarantee numerical stability for the type of mesh coarser grids. This procedure is repeated on successively coarser
spacings typically employed. Artificial dissipation terms are thus grids. When the coarsest grid is reached, the corrections -
constructed as a blend of a Laplacian and a bihannonic operator in transferred back to the finer grids. The use of a multigrid met,
the conserved flow variables. The Laplacian term represents a with unstructured meshes presents an additional challenge. Con
strong formally first-order accurate dissipation which is turned on sistent coarse tetrahedral grids can no longer be formed by simply
only in the vicinity of a shock, and the biharmonic term represents considering subsets of the fine grid vertices. An alternative would
a weaker second-order accurate dissipation which is employed in be to generate the fine mesh by repeatedly subdividing an initial
regions of smooth flow (4.5.61. coarse mesh in some manner. However. generally poor topological

The spatially discretized equations are integrated in time to control of the fine mesh results from such a procedure. Another
obtain the steady-state solution. For inviscid flow calculations, a approach, known as the agglomeration technique, reconstructs
five-stage Runge-Kutta scheme is employed for the time integra- coarse grids from a given fine unstructured grid by grouping neigh-
tion. where the convective terms are evaluated at each stage in the boring elements together to form large polyhedral coarse-grid cells
time-stepping scheme, and the dissipative terms are only evaluated (7,8]. In the present work, it has been decided to pursue an
at the first two stages and then frozen for the remaining stages. A unstructured multigrid approach in which a sequence of completel)
complete multistage time-step, in which the solution is advanec.d unrelated coarse and fine meshes are employed. This approach pro-
from time level n to level n+l. can be written as vides great flexibility in determining the configuration of the coar-

" "*) w. sest and finest meshes. Coarse meshes may be designed to opum-
ize the speed of convergence, whereas fine meshes may be con-

w) =wO) a Q(w -D(w(m stricted based on solution accuracy considerations. In genera].
beginning from a fine grid, a coarser level is constructed which

w7 =w(O)o, a2 AQ(.") -D(w")I contains roughly half the resolution in each coordinate direction
I •throughout the domain (about 1/8 the number of vertices in three

3)= w(O) - Q&tIQ(w () - D (w,)( (7) dimensions, or 1/4 in two dimensions). This process is repeated
r 1 until the coarsest grid capable of representing the geometry topol-

WI') f W(= - a..• wI•) - D(w(1)) ogy is obtained. In the context of adaptive meshing, new finer
1() meshes may be added to the multigrid sequence, using any givenW(') = w"'• - usA5IQ(w 141) - D(w11 )I

adaptive refinement technique, since no relation is assumed
_= w() between the various meshes of the sequence.

with The key to the success of such a strategy lies in the ability to
efficiently transfer variables, residuals and corrections back and

a1 = 1/4 at2 = I/6 a3 = 3i8 a. = 1/2 a, = 1 forth between unrelated unstructured meshes. In the present con-

where w represents the conserved flow variables, Q is the convec- text. this is performed using linear interpolation. For each vertex
tive residual. D denotes the dissipative operator, and At represents of a given grid, the tetrahedron which contains this vertex on the
the discrete time-step. For viscous flow computations, a vaO.ant of grid to which variables are to be interpolated is determined. The
this scheme is employed, where the dissipative terms are evaluated variable at this node is then linearly distributed to the four vertices
at the first, third and fifth stages, and frozen at alternate stages. of the enclosing tetrahedron (three vertices of the enclosing triangle
These particular schemes have been designed to rapidly damp out in two dimensions). The main difficulty lies in efficiently deter-
high frequency error components [4,5], which is a necessary mining the enclosing cell for each grid point. A naive search over
characteristic for a mulfigrid driving scheme. Convergence to all cells would lead to an O(N2) complexity algorithm, where N is

the total number of grid points, and would be more expensive than

"-2-



the flow solution itself. In this work. a graph traversal search rou-
tine with best case complexity of O(N) is employed. The search 6. TWO-DIMENSIONAL RESULTS
begins by choosing a node or. one grid. and locating the enclosing
tetrahedron on the other grid. This can usually be determined a 6.1. An Inviscid Case
priori, for example, Ly choosing the minimum x-y-z node and the In order to illustrate the effectiveness of the simultaneous use
minimum x-y-z tetrahedron for the respective grids. We next chose of adaptive meshing and the multigrid strategy, the inviscid flow
a new node for which the enclosing cell is to be searched, and this through a two-dimensional turbine blade cascade geometry has
node is taken as a neighbor of the previous node. As a starting been computed. The particular blade geometry has been the subject
guess we choose the tetrahedron which was previously found to of an experimental and computational investigation at the occasion
enclose the first node, which is in the same vicinity as the new of a VKI lecture series [13]. A total of seven meshes were used in
node. If this cell is not found to enclose the new node, we search the multigrid algorithm, with the last three meshes generated adap-
the four neighbors of this cell, and then the neighbors of these tively. using the undivided density difference criterion. The coar-
neighbors, thus traversing through the mesh until the enclosing cell sest mesh of the sequence contains only 51 points, while the finest
is located, at which point the process is repeated for a new node. mesh, depicted in Figure 3. contains 9362 points. Extensive mesh

The interpolation pattems between the various meshes are refinement can be seen to occur in the neighborhood of shocks, and
completely determined by assigning to each mesh vertex four inter- in other regions of high gradients. The inlet flow incidence is 30
polation addresses and four interpolation weights, which are all degrees, and the average inlet Mach number is 0.27. The flow is
computed in a preprocessing phase. In practice, this preprocessing turned 96 degrees by the blades, and the average exit isentropic
has been found to require an amount of CPU time roughly Mach number is 1.3 kt these conditions, the flow becomes super-
equivalent to one or two flow solution cycles on the finest grid. sonic as it passe- .%. . :.' the cascade, and a complex oblique

shock wave pattern is formed. These are evident from the com-
S. ADAPTIVITY puted Mach contours depicted in Figure 4. All shocks are well

One of the most efficient adaptive mesh enrichment tech- resolved, including some of the weaker reflected shocks, which
niques consists of sequential point insertion and local grid restruc- non-adapted mesh computations often have difficulty resolving.
turing. This car be achieved ucing Bowyer's algorithm for Details of the flow in the rounded trailing edge region of the blade,
Delaunay triangulation. A Delaunay triangulation is a unique ti- where the flow separates inviscidly and forms a small recirculation
angulation (tetrahedrization in 3-D) of a given set of points which region, are also well reproduced. Once the first four globally gen-
exhibits certain desirable properties (maximizes small angles, pro- crated meshes were constructed, the entire flow solution - adaptive
vides a discrete maximum principle for Laplaces equation [9] etc mesh enrichment cycle was performed three times, executing 25
...). One of these properties, the empty cincumcircle property, states multigrid cycles at each stage. This entire operation required 40
that no vertex from any other triangle/tetrahedron can be contained CPU seconds on a single processor of a Cray-YMP supercomputer.
in t' • yircumcircle/sphere of a given triangle/tetrahedion. This pro- The residuals on the finest mesh were reduced by two and a half
per, nas often been employed as the basis for an algorithm known orders of magnitude, which should be adequate for engineering
as Bowyer's method for the generation of unstructured meshes calculations.
[10.11]. Bowyer's algorithm is also useful for adaptive mesh
refinement. Assuming we have discretized the geometry with a 6.2. Viscous Flows
Dclaunay triangulation/tetrahedrization. and have solved the flow While the discretization of the viscous terms for the Navier-
on this grid. we seek to refine the mesh in regions of high local Stokes equations as outlined in Se.tion 2 is relatively straight-
truncation error. The first undivided differences of some key flow forward, the main difficulties involved in computing high-
variable (density for example) are examined along every edge of Reynolds-number viscous flows relate to the grid generation and

the mesh. When this difference is larger than some fraction of the turbulence modeling requirements. In order to efficiently resolve
average differences across all edges of the mesh, a new point is the thin viscous layers encountered in such flows, highly stretched
added midway along that edge. Each new point must be inserted grids with very high resolution in the direction normal to the flow
into the mesh. which must then be locally restructured accordingly. must be employed. Standard unstructured grid generation tech-
Following Bowyer's algorithm, we first locate al niques (i.e. advancing front methods [14,15], or Delaunay triangu-
uiangles/tetrahedra whose circumcircles/spheres are intersected by lations [11,16]) generally break down when attempting to generate
this new point. The union of these cells are removed, as this deter- such highly stretched grids (normal to streamwise resolution ratios
mines the region of the mesh which must be restructured. A new of 100 to 1000 are typically required). The procedure adopted in
structure is then formed by joining the new point to all vertices of this work is to employ one of the-e standard techniques ( in this
the polygonal/hedral cavity formed by the cell removal operation, case, the Delaunay construction) in . !3cally mapped space, as
as shown for the two-dimensional case in Figure 2. This has been opposed to physical space [17]. A suitable mesh-point distribution
proven to result in a consistent Delaunay triangulation provided the with the required normal and streamwise resolution must first be
original mesh is a Delaunay construction [11]. In cases where a obtained. This is achieved by generating a structured hyperbolic
non-Delaunay triangulation is employed for the original mesh. a mesh about each geometry component, and employing the union of
consistency check must be executed after each new point Is the points of these overlapping local structured meshes as the basis
inserted. If negative volume cells are created, the new pci't must of a Delaunay triangulation. However, a Delaunay triangulation of
either be rejected or displaced and reinserted [121. When new a given set of points tends to produce the most equiangular trian-

boundary points am introduced, they are iepositioned onto the ana- gles possible, and therefore in general, is not well suited for the
lytic surface-patch definition (or spline curve definition in two generation of highly stretched mesh elements. Thus, an alternate
dini.asions) of the geometry by recomputing the physical coordi- triangulation procedure must be employed. The approach taken
nates of the new point based on the assigned parametric patch consists of defining a stretching vector (stretching magnitude and

coordinates, s and t, which are taken as the average of the direction) at each node oz ,he initial point distribution throughout
parametric coordinates of the two vertices at either end of the gen- the flow field. Assuming an initial triangulation has been obtained,araetricg orndinatese. when a new mesh puint is to be inserted, the associated stretching

vector is employed to construct a locally mapped space such that,
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within this mapped space, the local point distribution appears iso- tion in the downstream regios and degenerating the global accu-
tropic. A Delaunay triangulation is then performed to triangulate racy of the solution. Because these suction peaks are very local-
the new point into the mesh in this mapped space, and the resulting ized, they are efficiently resolved with adaptive techniques. In
triangulation is mapped back into physical space, thus resulting in order to obtain a similar resolution using global mesh refintmen,
the desired stretched trangulation. Hence, a fully unstructured of the order of 1000)b mesh points would be required. girealy
mesh with highly stretched elements in the boundary layer and increasing the cost of the compution. The convergence hisery
wake regions, nearly equilateral triangles in the inviscid regions of for this case, as measured by the density residuals and the total lift
flow, and a smooth variation of elements thioughout the transition
regions is obtained. 'he use of fully unstructured meshes for coefficient versus the number of mulogrid cycles, is depicted in
viscous flow calculations has been pursued, as opposed o the Figure 9. A total of 400 multigrid cycles were executed, which

hybrid stuctured-unstructured meshes often advocated in the itera- required roughly 35 minutes of single processor CRAY-YMP time,
ture [18,19], due to the increased generality they afford in dealing and 14 Mwords of memory.

with geometries with close tolerances between neighboring bodies, The discrepancy between the computed and experimental
where confluent boundary layers may occur, and due to the ease Pressue coefficients on the trailing edge flap is due to a separated
with which adaptive meshing may be incorporated throughout the flow condition which is not reproduced by the algebraic turbulence
viscous and inviscid regions of flow. model. Figure 10 compares computed and experimental lift

The use of a turbulence model is required for the practical coefficiens at va2ious angles of stnack for a three-clement high-lift
solution airfoil [22. The failure of the computations to predict the max-
mon turbulence models employed for aedyumic flows a. of the mum lift point are directly attributable to the inibility of the tur-

bulence model to predict the onset of separation. These results
algebraic type. Such models typically require information concern- strongly indicate the need for more sophisticated turbulence model-
ing the distance of each point from the wall. Turbulence length ing. The use of single or multiple field-equation models appears to
scales are determined by scanning appropriate flow variables along be the most appropriate choice for turbulemn unstructured mesh
specified streamwise stations. In the context of unstructured computations. Such models can be discretized in a straight-forward
meshes, such information is not readily available and hence, the manner on unstructured meshes. However, the task is now to
implementation of algebraic turbulence models on such meshes ensure that such models adequately represent the flow physics, and
introduces additional complexities. The approach adopted in this that they can be solved in an efficient and robust manner. In this
work [20] consists of generating a set of background turbulence work, the implementation of a standard high-Reynolds-number
mesh stations. These are constructed by generating a hyperbolic k - e turbulence model with low-Reynolds-number modifications
structured mesh about each geometry component, based on the proposed by Speziale, Abid and Anderson [231, has been pursued.
boundary-point distribution of the original unstnictured mesh, and The main effort was focused on devising a technique for efficiently
extracting the normal lines of the mesh. When performing adap- solving the two turbulence equations in the context of the unstruc-
tive meshing, new turbulence mesh stations must be constructed for tured multigrid strategy [24]. The four flow equations and the two
each new adaptively generated boundary point, as illustrated in Fig- turbulence equations are solved as a loosely coupled system. The
ure 5. Each time the turbulence model is executed, the flow vari- flow equations are solved explicitly, and the turbulence equations
ables are interpolated onto the normal turbulence stations, the tur- point-implicitly, using a time-step limit which ensures stability and
bulence model is executed on each station, and the resulting eddy positivity of k and e. In the context of the unstructured multigrid
viscosity is interpolated back to the unstructured mesh. The algorithm, the turbulence eddy viscosity is assumed constant on all
method employed for interpolating variables back and forth but the finest grid level where it is recomputed at each time-step.
between the unstructured mesh and the turbulence mesh stations is The transonic flow over a two-element airfoil configuration has
similar to that previously described for the unstructured multigrid been computed using this implementation of the model. For this
algorithm, case, the freestreaam Mach number is 0.5, the incidence is 7.5

Figures 6 through 9 illustrate a calculation which makes use degrees, and the Reynolds number is 4.5 million. Figures 11 and
of these various techniques to compute a complicated two- 12 depict the mesh and the solution obtained with the current
dimensional viscous flow over a high-lift multi-element airfoil, implementation of the k - e turbulence model. Four meshes were
The final mesh employed is depicted in Figure 6, and contains a employed in the multigrid sequence. with the finest mesh contain-
total of 48,691 points. This mesh was obtained using the stretched ing a total of 28,871 points. The convergence rates of the various
Delaunay triangulation technique previously described, followed by equations for this case are plotted in Figure 13. As can be seen.
two levels of adaptive refinement. The height of the smallest cells the turbulence equations and flow equations converge at approxi-
at the wall is of the order of 2 x 10-s chords and cell aspect ratios mately the same rates. The computed flow field exhibits regions of
up to 500:1 are observed. The computed Mach number contours transonic flow with a small region of separated flow at the foot of
for this case are depicted in Figure 7. The fnetream Mach the shock. These features appear to be well reproduced by the tur-
number is 0.1995, the chord Reynolds number is 1.187 million, bulence model. Future efforts will concentrate on computationally
and the corrected incidence is 16.02 degrees. At these conditions, predicting flows with large regions of separation, such as that
the flow remains entirely subcritical. Compressibility effects am inferred by Figure 8, and on modifying the model to better
nevertheless important due to the large suction peaks generated represent the flow physics.
about each airfoil. For example, in the suction peak on the upper
surface of the leading-edge slat. the local Mach number achieves a 7. THREE DIMENSIONAL RESULTS
value of 0.77. The computed surface pressure coefficients are Due to the limitations of present day supercomputers, and the
compared with experimental wind tunnel data [21] in Figure 8, and difficulties associated with generating highly stretched werahedral
good overall agreement is observed, including the prediction of the meshes, three-dimensional computations have presently been
height of the suction peaks. This case provides a good illustration
of the importance of adaptive meshing in practical aerodynamic confined to inviscid flows. The techniques described in the context
calculations. Adequate resolution of the strong suction peak on the of two-dimensional inviscid flows extend readily to three dimen-
upper surface of the slat can only be achieved with a very fine sions. In particular, the unstructured multigrid algorithm and the
mesh resolution in this region. Failure to adequately capture this adaptive meshing strategy have been found to be particular
large suction peak results in the generation of numerical entropy effective for three-dimensional computations [121. As an example,
which is then convected downstream, thus contaminating the solu- an adaptive multigrid calculation of transonic flow about an

ONERA M6 wing is illustrated in Figures 14 through 16. The
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final mesh, depicted in Figure 14. contains a total of 174.412
points and just over I million teabaedral volumes. This eP 7.3. Iel IPSC 860 Results
the fourth mesh in the multigrid sequence and the second adaptive The implementation of the unstructured multigrid Euler solver
refinement level. Mesh refinement was based on the undivided pra- on the Intel iPSC 860 distributed memory scalar multiprocessor
dient of density. The freestream Mach number and incidence for machine, has been pursued using a set of software primitives
this case are 0.84 and 3.06 degrees respectively. The well known designed to ease the porting of scientific codes to parallel machines
double shock patem for this case is reproduced in the computed [26). The present implementation was undertaken as pan of a
Mach contours of the solution in Figure 15. The leading edge mome general project aimed at designing and constructing such
expansion and shocks are well resolved due to the extensive mesh primitives with experience gained from various implementations.
refinement in these regions. A globally refined mesh of this resolu- The net effect of the use of such primitives is to relieve the pro-
lion would result in roughly 600,000 points and would thus require grammer of most of the low level machine dependent software pro-
3 to 4 times more computational resources. The multigrid conver- gramming tasks. The mesh was partitioned using a spectral parnon-
gence rate for this case is depicted in Figure 16, where 50 cycles ing algorithm which had previously been shown to produce good
were performed on the original grid, prior to adaptation. 50 cycles load balancing and minimize inter-processor communication [27].
on the first adapted mesh, and 100 cycles on the finest adapted At present. the partitioning of the mesh is done in a preprocessing
mesh. On this final mesh, the residuals were reduced by 5 orders stage on a sequential machine. At the time of writing, the fine air-
of magnitude over 100 cycles, requiring a total of 35 CRAY-YMP craft mesh (804,056 vertices) has not been run on the Intl
single CPU minutes and 22 MW of memory. machine. Thus, results with coarser meshes are quoted. Table I

gives an overview of the results obtained to date. A smnal 3600
7.1. Parallel Computing Results point mesh was found to nm at about 4.1 Mflops on a single Intel

As mentioned previously, due to their homogeneous (although iPSC 860 processor. The largest case tried to date, a 210.000 point

random) nature. unstructured mesh data-sets are particularly well mesh, resulted in a 144 Mflop rate on 64 processors. which

suited for parallel processing. An unstluctumd mesh solver typi- represents an efficiency of about 55% percent. based on the single

cally consists of a single (indirect addressed) loop over all interior processor results. It is anticipated that the fine 804.056 point grid.

mesh elements, and another similar loop over all boundary ele- when implemented on 512 processors, will achieve an equivalent or

ments. On a vector machine, each loop may be split into groups greater computational speed than that observed with the full

(colors) such that within each group. no recurrences occur. Each CRAY-YMP 8-processor machine.

group can then be vectorized. A simple parallelization strategy for
a shared memory machine is to further split each group into n sub- 8. CONCLUSION

groups, where n is the number of available processors. Each sub- This paper has illustrated the application of unstructured mesh
group can then be vectorized and nm in parallel on its associated techniques to various types of aerodynamic flows, and emphasized
processor. Because the original numnber of groups is not large the advantages which can be obtained for complex geometries
(usually 20 to 30). the vector lengths within each subgroup are still using adaptive meshing and parallelization. In two dimensions. a
long enough to obtain the full vector speedup of the machine, for a us aptv shin apaailit a n In t deons , a
moderate number of processors. For more massively parallel viscous flow solution capability has been demonsated, while in
distributed-memory scalar machines, the entire mesh must be sub- three dimensions, efficient Euler solutions are possibe. The main
divided and each resulting partition associated with a single proces- problems associated with three-dimensional viscous solutions aesor.On achprocsso, te snglescaar nteior nd ounary related to the developmnent of reliable grid generation strategies.
sor. On each processor. the single scalar interior and boundary particularly with regards to the generation of highly stretched
loops are then executed, with inter-processor communication occur- tetrahedral elements for capturing thin viscous layers. Turbulence
ring at the beginning and end of each loop. The mesh partitioning modestrategy must ensure good load balancing on all processors while mdling is also a limiting factor, although this difficulty is not
minimizing the amount of inter-processor communcaton required. particular to the field of unstructured meshes. Future work should

also concentrate on more complete parallelization of the entire
solution process, including items such as grid generation. partition-

7.2. CRAY-YMP-8 Results ing. and adaptive meshing.

Figure 17 illustralzs an unstructured mesh generated over a
three-dimensional aircraft configuration. This mesh contains a total ACKNOWLEDGEMENTS
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Figure 12: Computed Mach Contours Using Low-Reynolds Number
Modificanon for Turbulence Equatjons for Supermuical Flow over a
Two-Eleet Airfoil (Mach - 0.5. Re = 4.5 million, Incidence = 7.5
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Figure 17: Canrse Unsmltrwred Mesh about an Aircraft Configuration
Figure 14: Finest Adapted Mesh Generated About ONERA M6 Wing with Single Nacelle; Number of Points = 106,064, Number of Tetrahedra
(Number of Nodes = 173,412 Number of Terahedra = 1,013.718) = 575,986 (Finest Mesh Not Shown)
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Figure IS: Computed Mach Contours on the Adaptively Generated Mesh
About the ONERA M6 Wing (Mach = 0.84. Incidence = 3.06 degrees)

Figure 18: Mach Contours for Flow over Aircrft Configuration Com-
puted on Fine Mesh of 804.056 Vertices and 4.5 million Tetrahedra
(Mach= 0.768, Incidence = 1.116 degrees)
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Figure 16: Convergence Rate of the Unstructured Multigrid Algorithm
on the Adaptively Generated Sequence of Meshes about the ONERA M6 Figure 19: Mulogrid Convergence Rate on Finest Mesh of the Mulugnd
Wing as Measured by the Average Density Residuals Versus the Number Sequence for Transonic Flow over Aiitraft-with-Nacelle Configuration
of Mulugrid Cycles
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Size Number of Processors
Mesh 1 2 8 16 64

Mfilops 4.1 7.1 16.9 17.4 -
3600 comp/iter(s) 4.6 2.4 0.6 0.34 -

comm/iter(s) - 0.25 0.48 0.73 -

Mflops - - 23.8 38.8
26K comp/iter(s) - - 4.5 2.3

comm/iter(s) - - 1.1 1.1
Mflops - - - 144.3

210K comp/iter(s) - - - - 4.75
comm/iter(s) .-. . 2.3

Table 1: Obe'd Comffpmi Rawes and Tumings pet IMU of
Compuznonal Wok and omunicai Omd for Vi'ious Sizes of
Unsucmred Meshe on lal iSCA6
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AN INTERACTIVE BOUNDARY-LAYER APPROACH TO NULTIELE[ENT AIRFOILS AT HIGH LIFT

Tuncer Cebeci*
Aerospace Engineering Department

California State University, Long Beach

Abstract and Olson and Orloff 1 1  which allow the validation
of computer programs to analyze high-lift systems.A calculation method based on an interactive

boundary-layer approach to multielement airfoils Several airfoil-analysis and design algorithms
is described and is applied to three types of air- have been developed in the last decade and have
foil configurations with and without flap-wells in been based on one of two approaches: numerical
order to demonstrate the applicability of the solutions of the Reynolds-averaged Xavier-Stokes
method to general high-lift configurations. This equations or solutions of the interaction between
method, well tested for single airfoils as a func- inviscid and boundary-layer equations. The former
tion of shape, angle of attack and Reynolds number, approach involves the numerical solution of ellip-
is here shown to apply equally well to two-element tic equations so that information travels in all
airfoils and their wakes, to a flap-well region, directions through pressure, velocity and viscous
and to a three-element arrangement which includes and turbulent stress gradients. As a result, the
the effects of co-flowing regions, a flap well, and solution method requires simultaneous processing
the wake of the elements. In addition to providing of the pressure and velocity components and stress
accurate representation of these flows, the method tensor throughout the flowfield and this, in turn,
is general so that its extension to three- implies a trade-off between accuracy and cost which
dimensional arrangements is likely to provide a tends to limit the validity of this approach. This
practical, accurate and efficient tool to assist limitation is a function of computers and program-
the design process. ming methods, and these are likely to improve with

time so that solutions of the Navier-Stokes equa-
1.0 Introduction tions, with proper consideration of momentum con-

servation in two directions together with longitud-
The design of multielement airfoils for high inal diffusion, are likely to be a major component

lift requires consideratlon of a range of configu- of design methods of the future. The combination
rations so that care must be taken to ensure that of the largest mainframe computers and unstructured
the essential experiments and calculations can be and multigrid techniques has already been shown o
underjaken with acceptable cost as well as accu- be very powerfgl as, for e~4mple, by Havriplisi',
racy.-1 We are concerned here with the devel- Rogers et al." , and Barth.lm
opment of a calculation method which meets this
requirement and is able to represent the flow over The present approach is based on the interac-
and between the individual airfoils with consider- tive boundary-layer approach which has been tested
ation of flap wells and wakes. These requirements extensively for single-element airfoils, as des-
imply the need for a method which has an economical cribed for example in References 15 to 17. These
and accurate numerical solution procedure; a flex- papers have shown that this approach can represent
ible turbulence model to represent wall boundary accurately, and with low cost, the flows around a
layers, wall jets and wakes, and the wake of the number of airfoil geometries, with angles of attack
last element; and the ability to represent the up to and beyond that of stall, and including re-
separated flows associated with the upper surface gions of separated flow which may cause transition
and the flap well. In addition, the preferred pro- from laminar flow. It is based on solutions of
cedure should be readily extendible to deal with inviscid and boundary-layer equations with a sur-
three-dimensional components such as wings and face and wake blowing velocity obtained from the
empennage. Hilbert integral and ensuring interaction between

the calculated inviscid and viscous flows. It has
In recent years there has been a renewed inter- also been shown that, in extended form, it is able

est in experimental work on high-lift systems. to rpresent the three-dimensional flows over
Extensivf measurements have been reported by wings1° and, therefore, meets many of the require-
Nakayamal, Alemdjroglu summarized by Nakayamae, and ments for a design method as discussed above
Valarezo et al.1 The data of Nakayama are for a
three-element airfoil with a leading-edge slat and It should be emphasized that alternative inter-
for a single-segment flap; they were obtained at active pethods have been reported, for example y
NASA Langley's Low Turbulence Pressure Tunnel Veldman1 9 , LeBallgr0r 9,2 Williams and Smith2 ,
(LTPT). Those of Alemdaroglu are essentially for Drela an" Giles . and Kusunose, Wigton and
the same but smaller model and were obtained at the Meredith.' 4  The last of these deserves further
low-speed wind tunnel of California State Univer- research in the context of this paper since it has
sity, Long Beach. The data of Valarezo et al. were been reported recently and has been applied to
also obtained at NASA Langley's LTPT and correspond multielement airfoils. It uses a finite-element
to measurements at high Reynolds numbers. These full-potential code to compute the outer flow with
data add to the previously obtained data on multi- a modified streamline H-grid, and solves the
element aiffoils by van den Berg, 6 van den •e S boundary-layer equations in integral form wil
and Oskam', Oskam et al.8, Omar et al. modeling similar to that of Bradshaw and Ferris.c

*Professor and Chairman.



The results encompass single, two- and three- 1 (ue6*) d (5b)
element airfoils at angles of attack up to around e(X) d e - b
13 degrees and are in close agreement with mea- xa
surements. It is also evident that the method is
cost efficient and Is already part of a design This inverse boundary-layer formulation is appro-
method. It can be expected, however, that the priate to airfoils dnd to those parts of airfoils
turbulence model will be less successful where without surface discontinuities such as flap wells.
pressure gradients are severe and will not cope Where flap wells occur, a different formulation of
well with inter-element flows where there is a the inverse procedure is required, and the formula-
distinct velocity maximum. In addition, and per- tion used here is described below.
haps of greatest importance, attempts to extend
integral boundary-layer methods to three- The calculation of the flow in the flap-well
dimensional flows have not been successful. region is similar to that over a backward-facing

step. A large portion of the flow separates
This paper is concerned with the extension of immediately after the sudden change of the geom-

the interactive boundary-layer method of Refs. 15 etry, and the size of the reversed-flow region
to 17 to represent multielement airfoils where the depends mainly on the step height, on the gap, and
flows between airfoils, flap wells and the possible the overhang. The flow reattaches and gradually
influence of the overall wake In all elements are recovers downstream in the flap-well region or in
new features. The computational investigation was the wake. The calculation of flows of this kind
carried out in three parts which are reflected in is difficult, and potential theory is not adequate
the presentation of results and correspond to two- because of the singularity that occurs at the
element airfoils with emphasis on the flow between geometry discontinuity and the strong viscous
elements and the wake, a single-element airfoil effects in the separated flowfield. Thus, an
with a flap well where the calculation of the flow initial distribution of displacement thickness is
in the flap well is the major novelty, and the assumed and the relaxation formula
combination of these features in three-element
airfoils which involve a flap well. This results ( 6 ")v~l = (6*)v (1 + (__ -1) (6)
section is preceded by descriptions of the inter- uei
active and solution procedures and followed byconcluding remarks. is used in the inverse method to replace the

Hilbert integral formulation of the external

2.0 Interactive Boundary-Layer Method boundary condition. The new edge boundary condi-
tions are given by Eq. (3b) and Eq. (6), where uev

The interactive boundary-layer method makes use and uet correspond to the external velocities com-
of the panel method of Hess and Smith 26 and a puted by the boundary layer and inviscid methods,
solution of the boundary-layer equations in which respectively, and w Is a relaxation parameter.
the turbulence model is given by the algebraic eddi At the end of the flap-well region, the solution
viscosity (cm) formulation of Cebecl and Smith. 2' procedure reverts to the Hilbert-integral approach.
With b denoting 1 + cm/V, the continuity and
momentum equations can be written as 2.2 Turbulence Model

ax+ A- . 0 (1) The turbulence model used to represent the flow
ax ay on the airfoil may be expressed in terms of the

Cebeci and Smith eddy-viscosity formulation,
eu +Vbu + V) (2) I u 2

du a- e _- ay aa •Y (2)0.4y[l - exp (A)mi: y. Ttr

In the absence of mass transfer, the boundary con- 0 _ y ý Yc (7a)
ditions for the above equations on the airfoil are: Cm =

u =v = O, y =0 (3a) Cm)o = 0.0168 1 ue - u)dy Itry

u Ue(x), y M- (3b) Yc : y S 6 (7b)

and in the wake, where a dividing line at y = 0 is where
required to separate the upper and lower parts of
the inviscid flow and in the absence of the normal 112
pressure gradient, they are: A = 26vu lu = (-)max' Y 6 (8a)gradent the ~ ax' 1 + 5.5(y/6)6

y.+!, u 0 ue(x); y - 0, v - 0 (4)

The condition used to define yc is the continuity
2.1 Interaction Law of the eddy viscosity so that L4. (7a) is applied

from the wall outward (inner region) until its
To perform the calculations for flows with value is equal to that given for the outer region

separation, it is necessary to use an inverse by Eq. (7b). The expression Y tr represents the
procedure and compute the external velocity as transition region and is given by
part of the solution. Here we use the formulation
discussed in Ref. 15 and write the edge boundary x dx]
condition as Ytr .1 - exp[G(x - Ktr) e (8b)Xtr

Ue(x) - u(x) 6ue(x) (5a)

Here xtr is the location of the beginning of tran-
with 6ue(x) computed from the Hilbert integral sition and G Is defined by
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3 with y itn denoting the location where the velocity
S Ue R-1. 34  

is a nimum.
1200 -2 X

The eddy-viscosity model for the flap-well.where the transition Reynolds number R like all expressions for turbulent flows, is empir-(UeX the Rxtr ical and was first tested for flow over a backward
(ex/v)tr* facing step before its application to the present

problem. While the agreement with backward facing
The location of the onset transition is data was satisfactory, It should be tested further

obtained from Michel's formula, given by Ref. 28. and possibly replaced by "better" expressions or
models.R 1.174 (1 + 22.400) R0.46 (9)"1 x X 2.3 Solution Procedure

When flow separation takes place upstream of the In general, it is convenient to solve the equa-
transition location predicted by this formula, tions of the previous section in transformed vari-
transition is assumed to coincide with the location ables. The Falkner-Skan transformation defined by
of separation. ue 1/2

In the flap-well region, the above formulas are ( y, - (Ue
modified so that is used here and, with the usual definition of

C C) (F) (I -(x-xo)/XL (10) stream function, Eqs. (1) (3) lead to
in m m(bf")' + I (m + l)ff" + m(1 - V 2

Here &I) denotes the eddy viscosity corresponding
to the velocity profile above the separated region x(f' A -f " x) (1)
and C F) includes the total region from the wall. axxaf)ax1ax
The expressions for 4&1) and .&F are given by:

_(y-yo)/A 2 0, f f 0f n Oie, V - 1, (17)

00.4(y - yo)[l - e ] Ilxaytr where primes denote differentiation with respect to
foryy0  n andfor y > yo a d f I u

CM.. 0.0168 ue (1 - _) for y > y u u dxm l€ (1 e dI ,Ytr 0 eued

0 (Ila)
A slightly modified form of this transformation

for y < yo is used when the calculations are performed in the
inverse mode by replacing ue with a reference
velocity uo, that is,

10.4y [1 - e ]) 1AYatr Y = IUN/vx y0 = V/UoVX F(x,Y) (18)
C(F).- for y > 0for (11b) so that the continuity and momentum equations and

0.0168 u u )dy their boundary conditions, given by Eqs. (16) and
ue -0 u e tr (17) become,

(b"' + d F w LW- Pa-F'L - FO -](9where yo is the location of u = 0, X is a relaxa- + FF" a xw x[F - F ] (19)

tion parameter (usually around 10), L is a charac-
teristic length, and xo is the beginning of the Y = 0, F = F' - 0 (20a)
flap-well.

Y= Ye' F' = w (20b)
In the wake the corresponding expressions are:

(x - xo) The boundary conditions corresponding to Eq.
Cm a (Cm)w + [(Cn)t.e.- (Cm)w 1 exp [ 206 (Sb) are obtained by applying a discretization

(12) approximation to the Hilbert integral, Eq. (Sb),

where (cm)t.e. is the eddy viscosity at the trail- o 0-i N
Ing edge computed from Eqs. (7) and (10) and (cm)w Ue(Xi) Ue(Xi) + ciiDi + Xli c1 D . I
is the eddy viscosity in the far wake given by the 1i~l

larger of (21)
where the subscript I denotes the x-station where

(C )t 0. O4 I Ymn (ue - u)dy the inverse calculations are to be performed, cij
(13a) is a matrix of interaction coefficients, and 0 is

given by D = ueh*. Further details are available
and in Ref. 15. In terms of transformed variables, the

parameter D can be written as
u(C Mw = 0.064 I (ue - u)dy (14b) 0 1 /2(Yew - Fe) (22)

min 0

3



and the relation between the external velocity w Into the wake. As a consequence of the above, a
and displacement thickness 6' provided by the blowing velocity is available on the airfoil and
Hilbert integral can then be written as in the wake. In the flap-well region, the blowing

vx 112( velocity vn is defined by
Se. Cii (U - F) + gi (23) v d (u (28)

where
where 6 a 6P - 6 t. Here 6t corresponds to the

i-1 N body shape assumed to exist over the flap-well.
e u:(xt) + I c Di + I cij0j (24) Elsewhere, the blowing velocity is given by

vn -- dn (U 6*) (29)
In the flap-well region, Eq. (23) is replaced by dx e

uoe 1F2 With the blowing velocity distribution known
Y Ye Fe - w[Y () 6*] (25) everywhere in the flowfteld, a new distribution ofexternal velocity uei(x) is obtained from thepanel method. As before, the boundary-layer solu-

The corresponding boundary conditions in the wake tions on the upper and lower surfaces of the air-

are foil are obtained with the Hilbert integral in
which the edge boundary condition, Eq. (21), is

Y - Y-e, F' - w; Y O, F - 0; now written as

1-1
Y . Ye, F1 -w, ue(X) - u:(xi) + ci1 Di + I cj(Dj - D;)

with w now given by

W= c11[w(Ye - YCe) - (Fe Fe)] (2-)l/2 + g1 . . ij1 (D - -j) c ii (30)
e0 (26)

with K indicating the Iteration cycle. Equation
The solution of the above transformed equations is (23) also changes to
obtained by Keller's box method, as described in
Rtf. 15. Where separation occurred, the convective K(x) 1-1" I c1ct(Dj - D•)
term u(au/ax) was set to zero and this assumption gt Ue(l J.1
proved to be satisfactory for the flow on the air-
foil. The larger regions of separation associated N
with the flap well and the near wake required an + 1 c14 (D - D3) - c1 0 (31)
additional iteration scheme based on a continuation j=1+I
method. Since a linearized form of the boundary-
layer equations is being solved, it is necessary In the flap-well, with uev known from the
that the calculations at station xi have initial previous flap-well calculation, a new 6* listri-
profiles which are usually assumed to correspond bution is available from Eq. (6) and is used to
to those at a ,revious x-station, xi-1. With obtain solutions up to the trailing edge. This
increasing flow separation, the effect of the ini- sequence of calculations is repeated for the whole
tial profiles on the solutions at xi increases flowfield until convergence is achieved. The con-
and can lead to breakdown. A remedy to this prob- tinuation method discussed before is involved
lem is to define the velocity profile at xI to within this sequence of calculations where
be of the form necessary.

u = uref + n(ua - uref) (27) 3.0 Results and Discussion

where ua denotes the velocity profile at xt 1. and 3.1 Two-Element Airfoil
uref to a profile which allows solutions to be
obtained at xi. The iteration process at xi pro- In a previous study, a similar interactive
ceeds with values of n ranging from 0 to unity. approach was used to compute the performance char-

acteristics of three two-element airfoils.2g
The sequence of the calculations is as follows. The inviscid flow solutions were obtained by the

The panel method provides an external velocity conformal-mapping method of Halsey30, rather
distribution based on a body shape in which the than the panel method used here, and the viscous-
flap-well region is assumed to be absent. The flow calculations were performed without accounting
interactive boundary-layer approach leads to solu- for the wake effects, either behind the main air-
tions on the upper surface from the stagnation foil or the flap. The calculation method provided
point through the regions of laminar, transitional results which agreed well with experimental infor-
and turbulent flow to the trailing edge. Simi- mation within the accuracy of the measurements up
larly, it provides results for the lower surface to an angle of attack which was sufficiently small
up to the beginnir,g of the flap-well. A displace- so that there was either no or very small separa-
ment thickness distribution, 6*(x), is assumed tion on the airfoil and the gaps between the ele-
in the flap well and, with the continuation method ments were comparatively large. In this way, the
described above and with the initial velocity pro- difficulties in computing the wake of each airfoil
file similar to that of a backward-facing step, and accounting for the rerging of the shear layers
calculations proceed to the trailing edge. With between the airfoil and the flap, and extending the
the upper and lower surface velocity profiles at range of the computational method to higher angles
the trailing edge, the calculations are extended of attack were postponed to a later time.
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In the studies reported here, we first per-
formed calculations with the present method which
did not include the wake effect and comqared the SO.a MITIC ..
results with those obtained with the earlier
code'v with its different inviscid flow method.
After ensuring that the results of both codes were
essentially the same, the wake effects were intro-
duced into the present method and calculations
were repeated for the three two-element airfoils d
to investigate the role of the wake effect on the
solutions.

The first results of this paper are for two-
element airfoils for which corresponding experi-
mental i vestigations have been reported by Van
den Begby Omar et al. 9'lO and Olson and ._._._._Z

Orloff.' There are no flap wells in these A100000 1411U
arrangements and the novel features of the calcu-
lations are the flow between elements and the Fig. 2. NIR 7301 wing with flap. Calculated and
inclusion of the wakes. measured lift coefficients.

Figures 1-3 present the results of the data of
Van den Berg 6 , also discussed by Van den Berg
and Oskam7 and Oskam et al. 8 , which correspond -.

to a supercritical main airfoil (NLR 730) with a C -CAC

f oap of 32% of the main chord :t a deflection angle • a-• C-

of 20 degrees. Measurements of surface pressure 6 I to
and velocity profiles were obtained a chord
Reynolds number of 2.51 x 10 5 and for angles of
attack of 6 and 13.1 degrees, the latter recognized
as the highest angle which corresponded to fully
attached flow. Lift coefficients were deduced for

01 o f ,of-6 i

(a)

"'-ac il- - - - -3 OF - "

-4-F! .,, -I ...... '

Sol A. IO- to G , o t

•US

(a I(b) AX.

., Fig. 3. NLR 7301 wing with flap. Calculated and
,\measured: local skin-friction coefficients, cf.

and momentum thicknesses. 0/c, on the upper wing
-surfaces at (a) a - 6% (b) o . 13.1".

mo o- -,---, five angles of attack. The airfoil arrangemnt is

" •.• d-•... .shown on Fig. la and it is evident that the dis-
•;• •tributions of pressure coefficients are in close

"to• J,-'•••..,,,-..., agreement with the measured values over the sur-
(b) x - faces of both elements. The results at the angle

of attack of 13.1 degrees confirm the absence of
Fig. 1. NLR 7301 wing wwth flap. Calculated and separation and the lift coefficients of Fig. 2
measured: pressure distribution at (a) t to 6% that stall occur at an angle larger than this
(b) s ca13.1".

- fie agle ofattak. he irfil aranemet 5



value. The calculated variation of lift coeffici- 8.93 degrees with the measured and calculated val-
ent with angle of attack is close to the measure- ues again within experimental uncertainty. The
ment and some 3% lower than that calculated without wake had no effect at zero angle of attack, as
consideration of the wake. It is to be expected expected, and had a slight effect on the pressure
that this difference will increase with angle of coefficients at the 8.93 degree angle, although the
attack and particularly as separation occurs and improvement on the main airfoil is coupled with an
expands over the upper trailing-edge region, and apparent lack of improvement on the flap. These
this trend is evident in the figure. results are reflected in the lift coefficients of

Fig. 5 where the calculated results with the wake
Figures 3a and 3b show the variations of effect are in better agreement with data than those

momentum thickness and skin-friction coefficient without the wake effect.
with chord distance over the main airfoil. The
agreement between calculated and measured results - ISEM..EWo
is remarkable for both angles of attack, the only i--. REnEEcE

significant discrepancies being in the skin-
friction coefficient in the upstream region of max- .
imum rate of change. Again, the results at 13.1
degrees confirm the absence of separation, U
although this result conveys little about the flow
on the second element.

Figure 4 presents the results for a NASA super-
critical airfoil, 24' in length, with a 7" flap at
a deflection angle of 20 degrees. The experiments
were carried out in the 36 x 96 in. wind tunnel of
the Boeing Research Laboratories at a Mach nutbtj
of 0.2 and have been documented by Omar et al.1,16
The pressure-coefficient distributions of Figs. 4a .
and 4b correspond to angles of attack of zero and

-rAcAA1XA, Fig. 5. NASA supercritical two-elemen' jirfoil.SCalculated and measured lift coefficients. The

results of Ref. 29 are without wake effect.

"The third two-element airfoil corresponds to
/. - that investigated by Olson and Orloff" which

"involves a NACA 4412 airfoil with a chord length" --- of 0.9m upstream of a flap which has the section

-- - -- ----- of a NACA 4415 airfoil and a chord of 0.36m with a
deflection angle of 10'. Figure 6 shows the mea-

"1 "- "sured and calculated surface pressure distributions
--- - o for a Reynolds number of 1.3 x 106 at an angle

of attack of 2.20. As in the first case, there is
a slight improvement over the results obtained
"without the wake which, again, may be due to the

S, ~ .. ,• .. ,. ., ,, ,, ,, , .. absence of flow separation.

(a)

-PRSE14NT I&THOD

" l m .... ... . . ..29

.00- -- 00

.04, 1I

4.,Z

Fig. 6. NACA 4412/4415 airfoil. Calculated and

measured pressure distributions for a - 2.2*.
of 8, ofe A u • e of to 1. 1

(b) It is evident from the comparisons of Figs. 1-6
that the flow between the airfoil elements and the

Fig. 4. NASA supercritical two-element airfoil, wake have been satisfactorily incorporated in the.
Calculated and measured: (a) pressure distribution interactive procedure with results which are virtu-
at s - 00, (b) pressure distribution at a = 8.93", ally identical to the measurements. It should,
The results of Ref. 29 are without wake effect. however, be noted that the effect of merging of the
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boundary layers in these three configurations is -o
negligible.

3.2 Single Airfoil with a FlaD-W4ell

An appraisal of the interactive boundary-layer
procedure, as applied to the flow in and around a
flap well, required corresponding measurements and
a parallel experimental program which was carried -.

out at the California State University, Long Beach,
with the single airfoil arrangement of Fig. 7. The
experiment described in Ref. 4 used this 12-inch
chord airfoil, which corresponds to the main ele-
ment of the three-element configuration tested in
the low-turbulence tunnel of the NASA Langley
Research Center, and described by Jakayama. 3 The
chord Reynolds number was 0.5 x 10 , and surface
pressures were measured for angles of attack up to
14 degrees with local velocity information in the (a)
flap well at an angle of attack of 5 degrees. Fig-
ure 8 presents the measured and calculated surface-
pressure distributions for angles of attack of 5,.
8 and 12 degrees with transition tripped at 0.25c,
and the agreement is generally good. The calcu-
lated upper-surface pressure peak close to the
leading edge reflects the better spatial resolution
of the interactive method, and close to the trail-
ing edge there are some small disagreements which
may stem from the flap-well results. Neverthe-
less, the pressure-coefficient distributions
represent closely the measurements in the flap-
well with the near constant values indicating the
region of recirculation followed, as can be seen. - . R.
by a rapid increase in pressure coefficient after xX

reattachment.

(b)

. ... .... .... . -

0.70 0.74 0.78 0.2 0.8- 0.0

-2,

Fig. 7. Single airfoil with flap-well cut.
(c)

Figure 9 shows calculated profiles of stream-
wise velocity, streamlines and the distribution of Fig. 8. Comparison of calculated pressure distri-
skin-friction coefficients within the flap well. butions with data for Rc 0.5 x 106 at (a)
The profiles differ Increasingly from the measure- a . 5.0, (b) a 8.0, (c) B . 12.0.
ments in the near-wall region, although reattach-
ment occurs at about the same location. The distribution of skin-friction coefficient. Fig. 9c,
reasons for the discrepancy are likely to be indicates negative values up to reattachment at
associated with the turbulence model that is used 0.87c whtch is in agreement with the velocity
here to represent a near-wall flow, which undoubt- profiles.
edly involves low-Reynolds-number characteristics
together with a switch from a wall jet in the nega- 3.3 Three-Element Airfoils
tive to a boundary layer In the positive direction.
It is unlikely that these local differences will With the positive results of Figs. 1 to 9 for
affect greatly the outer region, particularly since three two-element airfoils and for an airfoil with
the negative velocities and momentum are small, so a flap-well, it is appropriate to consider the
that the calculated distribution of displacement application of the interactive boundary-layer
thickness of Fig. 9b is likely to be correct. The method to a three-element airfoil with a flap well.
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aem

eon °* Fig. 10. The three-element airfoil with analytical
and experimental fairing, 6s - -30", if - 150.

S//Calculations were initially made on smooth
0 bodies without explicitly considering the flow in
"" the flap-well region. Also, because the potential"Us .flow theory predicts flow singularities at theelm a -a.•.

*0 so ,.discontinuity of the airfoil geometry, the sharp
(a) U/ .. corner of the slat and the flap-well cut out of

the main airfoil were smoothed to prevent solu-
-- WUCWAMNC tions from breaking. Figure 10 shows the modified

geometry of this airfoil with the flap-well fairing
and the rounded slat used in calculations. The
so-called *experimental fairing' refers to the

0.03 ,dividing streamline which was determined from mea-
... ---- surements, while the 'analytical fairing" was drawn
................... .. arbitrarily. Figure 11 shows the velocity vectors

.....- ................... - " for a particular combination of gap and overhang
00 ....-.. ' and the position of the streamline dividing the

.......... • recirculating flow behind the flap-well step from
the outside flow, as determined from the mean-
velocity vector data. The position of this divid-
ing streamline is important since it corresponds
roughly to the equivalent smooth body with pressure
distribution close to the real one. Hence, this
"dividing streamline was used as the 'experimental

"0." , ...... O'am n. fairing' in the calculations. Figure 12 shows the

(b) X /t surface-pressure distributions on the slat, main
airfoil, and flap at three angles of attack (4',
"12° and 160) for the configuration with the experi-

"U mental fairing, and Fig. 13 shows the corresponding
SLOW distributions at the same angles of attack for the
• ,. configuration with analytical fairing. Overall,
&ON, the calculated results agree well with experi-
$am mental data except for the slat at low angles of
dmý attack and the pressure peak on the main airfoil.
,.003 This discrepancy may be caused by the differences

SOm: 7\• fbetween the assumed slat shape and the real one.
C" In the flap-well region, the results are in better
a'a agreement with measurements when the fairing is
-°•. oO *.• 0 .,., .n close to a real streamline.

"Finally. the method of Section 4.2 was applied
to include the calculation inside the flap-well.

-0 The results, shown in Fig. 14. agree well with
-u. measurements for all the cases indicated above and

(c) including angles of attack up to 20". This con-
firms that it is unnecessary to make a prioriFig. 9. Results for Rc 0 0.5 x 106 at s - 5.0.

(a) Velocity profiles in the flap-well region. (b)
Recirculation streamline and the location of the
displacement thickness. (c) Calculated local skin-
friction coefficient in the flap-well region.

The chosen configuration is shown on Fig. 10 and
corresponds to the high-lift model, tested in the
NASA, Langley and California State wind unnels at --.
Reynolds numbers of 5 x 106 and 0.5 x 1 0b, respec- -

tively. 3 . 4  The slat deflection angle was -30 - _

degrees and the flap deflection angles 15 and 30 ---
degrees with angles of attack of 4 to 20 degrees. ------ __

The measurements were made by a combination of hot-
wire and laser-velocimetry techniques, the latter Fig. 11. Velocity vectors in the flap-well region
was primarily used in regions of separated flow. by laser velocimeter.
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Fig. 13. Pressure distribution on the three-
(c) element airfoil with analytical fairing for af

. 150 and Rc = 5 x 100, (a) • - 40, (b) ,
Fig. 12. Pressure distribution on the three- . 12*, (c) a = 16°.
element airfoil with experimental fairing for
6f 150 and Rc . 5 x 106, (a) a - 40, (b) a a 120, Comparison of pressure coefficients for a flap
(c) •- 160. deflection angle of 30. Fig. 16, allows similar

conclusions to be drawn to those of the previous
assumptions about the fairing shape, and allows paragraph. Also, the calculated lift coefficients
for further detailed investigations of the recirc- shown in Fig. 17 are very close to measure-ients.
ulation flow in the flap-well, such as the gap and
overhang effects. Figure 15 shows the variation 4.0 Concluding Remarks
of lift coefficient with angle of attack, confirm-
ing that the present calculation method leads to The results and discussion of the previous
values which are in close agreement with section show that the present Interactive method.
experiment, with Its consideration of the flap-well region and

9
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Experimental studies have been conducted to Cd Drag Coefficient
assess Reynolds and Mach number effects on a Ct Lift Coefficient
supercritical multielement airfoil. The airfoil is Ct, Maximum Lift Coefficient
representative of the stall-critical station of an Cp Pressure Coefficient
advanced transport wing design. The experi- LID Lift-to-Drag Ratio
mental work was conducted as part of a coop- M Mach Number
erative program between the Douglas Aircraft RN Chord Reynolds Number
Company and the NASA Langley Research a Angle of Attack
Center to improve current knowledge of high- 8f Flap Deflection
lift flows and to develop a validation database 8 Slat Deflection
with practical geometries/conditions for
emerging computational methods. This paper
describes results obtained for both landing and
takeoff multielement airfoils (four and three- Commercial transport aircraft wings are con-
element configurations) for a variety of Mach/ figured with leading-edge slats and trailing-
Reynolds number combinations up to flight edge flaps to meet takeoff and landing opera-
conditions. Effects on maximum lift are con- tional requirements. High-Lift systems have
sidered for the landing configurations and traditionally been complex in order to attain
effects on both lift and drag are reported for the aerodynamic capability of generating high
the takeoff geometry. The present test results LAD in climb and high maximum lift on ap-
revealed considerable maximum lift effects on proach. However, increased financial pressures
the three-element landing configuration for in the airline business demand high-lift wing
Reynolds number variations and significant designs that are simpler and easier to maintain
Mach number effects on the four-element while achieving improved aerodynamic perfor-
airfoil. mance over previous-generation designs. A

major obstacle in the design process towards
more efficient multielement airfoils has been
the lack of published data on the effects of

• Principal Technical Specialist Reynolds and Mach number over a realistic
Team Leader-Subsonics & High Lift range for representative multielement airfoils.

* Egine/ScieLTist. This lack of data is also likely to have delayedthe development of computational methods



suitable for the analysis of practical multi- tions tested are shown in Fig. 2. The slat chord
element airfoils at conditions of interest (maxi-
mum lift). Several purely computational
methods have been recently reported in the NW N"- -SUPM

literature" 0 that can handle, to various degrees -/E

of success, the viscous flow over multielement "- m
airfoils. However, these methods have largely
been applied to either geometries that are not
really representative of transport high lift ? QO M

airfoils or to flow conditions that do not in- • • - ,
clude maximum lift. It is expected that some of

these methods (either Navier-Stokes or bound- Figure 1. Schematic of Low Turbulence
ary-layer based) hold significant promise but Pressure Tunnel
may not be substantially improved by their
developers in the absence of a quality database
at realistic conditions for a practical airfoil.
The work reported in this paper is the result of
a cooperative experimental program conducted
by the Douglas Aircraft Company and the
NASA Langley Research Center to establish a
database for Reynolds and Mach number
(including flight condition) effects on the flow
over transport multielement airfoils.

Tes F~aciit ad Model 1Drsmladt

The Langley Low Turbulence Pressure Tunnel
(LTPI) is a single return, closed-throat wind
tunnel that can be operated up to 10 atmo- Figure 2. Airfoil Configurations Tested in the
spheres thus allowing very high Reynolds LTPT
number capability"1 (Fig. 1). The test section is
3 feet wide by 7.5 feet high by 7.5 feet long. ratio was 14.48%, the single-segt.ent flap
To promote two-dimensional flow over the chord ratio was 30%, and the two-segment flap
model in view of its low aspect ratio and had a chord ratio of 21% for the main segment
strong wall-model aerodynamic interference, a and 13% for the auxiliary flap. Pressure ori-
new side-wall boundary layer control (BLC) fices were located along the centerline of the
system was installed at the LTPT for the model (142 taps for the four-element configu-
present test"2. The BLC system employed the ration). Additionally, pressure taps were
differential pressure between the test section located along (or near) the trailing edge of each
and the atmosphere to provide suction of the airfoil element to monitor two-dimensionality
boundary layer through porous endplates. The of the flow at run time. Integration of the
system yielded good quality two-dimensional pressure measurements yielded the forces
flow over the model for the Reynolds numbers presented here. The data is corrected for the
tested'2 . The model spanned the width of the effects of the sidewall suction system on the
test section and had a clean (stowed) airfoil tunnel paramreters and no blockage corrections
chord of 22 inches. The clean airfoil and the were applied. Four rows of streamlined sup-
takeoff and landing multielement configura- port brackets for the high-lift devices (Fig. 3)



were required due to the very high loads (up to the extent of turbulent flow that would natu-
15,000 pounds) associated with the high rally occur at flight Reynolds numbers on an
freestream dynamic pressure and lift coeffi- airfoil (or wing) but not at the low
cients attained. Drag data were computed by
integration of the static and total pressures Z yms
obtained from the LTFT wake survey rake
system.

8 -Max Length Line

SFigure 4. Nomenclature for Multielements
•[ l X106

Figure 3. LTPT High-Lift Model Support 201
Brackets

15-

Resullts 
RN/ft 10-t

A significant fraction of the wind tunnel
testing associated with multielement airfoils is 5-

aimed at optimizing the rigging of a particular
"airfoil with fixed slat and flap chord ratios. o .1 .2 .3 .4
Parameters defining rigging nomenclature for MACIl NUMBER

multielement airfoils are shown in Fig. 4. The Figure 5. Operational Capability of the LTPT
optimization work is traditionally performed at
a given Mach/Reynolds number that should be wind tunnel Reynolds numbers typically
representative of nominal flight conditions. attainable. Hence, in a facility such as the
However, it is also very important to determine LTPT where flight Reynolds can actually be
the effects on the performance of the optimized achieved it is not necessary to attempt to
airfoil for departures in Reynolds or Mach simulate transition on the airfoil. Additionally,
number from the nominal conditions. It was the low turbulence level achieved in the test
possible to perform these measurements section increases the applicability of results
(Reynolds and Mach number sweeps) at the obtained at a given Reynolds number since this
Langley Low Turbulence Pressure Tunnel is more representative of flight conditions.
because of its considerable operational capabil- The accurate modeling of transition over a
ity (Fig. 5). wide range of angles-of-attack, Reynolds/

Mach number combinations, and multiple

The application of so-called transition strips in airfoil elements is not practical. All results
wind tunnel testing is an attempt to simulate shown here were obtained transition-free.



The effects of Reynolds number on the clean These results shown for the basic clean airfoil
airfoil maximum lift capability at various (Figs. 6-13) served to establish a baseline for
Mach numbers is shown in Fig. 6. It can be both Reynolds and Mach number effects for
seen that there is a considerable increase in the subsequent multielement airfoil measure-
maximum lift between Reynolds numbers of ments and they may also represent a logical
2.5 x 10' and 9 x 10'. Corresponding surface starting point for the validation of any viscous
pressures on the clean airfoil at maximum lift flow method since surface grid complications
aru shown in Figs 7-10. The effects of Mach are at a practical minimum and flow features
number on maximum lift are shown in Fig. 11 through the maximum lift condition are still
for Reynolds numbers from 5 to 18 x 106 It complex enough to be of interest.
can be seen that the effect of Mach number is
substantially more pronounced at the lower
Reynolds numbers. Lifts curves at 5 x 10' and o RN 0'

oRN -2.5 X1o10 are shown in Figs. 12 and 13 where a RN-Sx 0'
4 _N-115X 10'Mach number can be seen to affect the stall -4 -- 10 6 xo

angle as well. RN8X10'tt ~-10 ______8_X__0

to M " 0.5 MU'028 "p.6
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Figure 10. Reynolds Number Effect at Maxi- Figure 13. Mach Number Effect on Lift.
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Takeoff ofurin
1.t

to ,, A three-element airfoil configured for takeoff
7 - was tested at various combinations of

to Reynolds and Mach number as shown below:

1.4 Freestream Mach Number
1.3 -0R-X0

3 RN--5 X - 0.15 0.20 0.26 0.30 0.32
o RN-9X1

O RN - 18 X l 5 x x x x

0.00 0.05 0.10 0.16 020 O.Z 030 0M3
MAC MBA RNx 10" 9 x x x x x

Figure 11. Mach Number Effect on Maximum
Lift. 16 x x

Z° M- O.l RN=5X10' 20 x

1.4 The slat deflection was 200 (gap = 0.55%,
12 overhang = + 1.0%), and the flap was rigged at

C" to a gap of 1.82%, overhang of 1.5%, and 100 of
o sdeflection. For a takeoff configuration the slat

0.8 ~
0.6 is normally sealed (gap = 0%) to minimize

0.4 profile drag, however, an open slat was chosen

0. for this study since it should be less difficult to
0.0 grid from a computational analysis perspective.0.0

-4 -2 0 2 4 6 8 10o t 1 18 ¶ Additionally, this particular open slat configu-
a, )-oRIEs) ration yielded takeoff performance close to that

Figure 12. Mach Number Effect on Lift. of a sealed slat at a representative lift coeffi-
cient.



Lift curves and drag polars for Reynolds Landing Confinain
numbers from 5 to 16 x 10' at Mach 0.15 are
shown in Fig. 14. There is a loss in maximum Two landing configurations were selected for
lift and improved drag performance with Reynolds and Mach number effects studies.
increasing Reynolds number. It is also inter- The leading-edge slat was optimized for both
esting to note that while the main element configurations and was positioned at a gap of
enters the stall first, it is soon followed by the 2.95% with an overhang of -2.5% and 300 of
slat and not the flap. In fact, the flap lift coeffi- deflection.
cient increas after the stall. This effect
appears to be due to the drastically reduced The single-segment flap airfoil was configured
downwash from both the slat and the main with the flap optimized at a Reynolds number
element and the fact that the geometric deflec- of 9 x 10' at 300 of deflection with a gap of
tion of the flap (100) is not enough by itself to 1.32% and an overhang of + 1.0%. A Reynolds
cause the flow on the flap to separate. number sweep was conducted at Mach 0.20
Reynolds number effects on lift and drag and effects on maximum lift are shown in Fig.
obtained at Mach 0.20 are shown in Fig. 15. 21. There is a considerable loss in C.(- 0. )
Here, it is evident that the Reynolds number at Reynolds numbers other than 9 x 10'. Total
effect is largely on drag and not on lift. Differ- and component loadings are shown in Fig. 22
ences in measured drag are approximately 10% where it can be seen again that the airfoil stall
between 5 x 106 and 20 x 10' Reynolds num- is caused by the main element. Unlike the
ber. Again, the flap loads up after the main takeoff cases reviewed above, the slat contin-
element and the slat enter the stall. In fact, it is ues to load up beyond the airfoil stall. This is
now clear that the flap loads up after the sat possibly due to the slat position being aerody-
stalls. Results at Mach 0.26 and 0.30 are namically underdeflected (-10o) with respect to
shown in Figs. 16 and 17, respectively. At the takeoff slat discussed. Surface pressure
these two Mach numbers the Reynolds number measurements obtained at the three Reynolds
effect is to increase maximum lift (opposite numbers at maximum lift are shown in Fig. 23.
trend from Mach 0.15) but, in general, the Although the data are closely matched, being
Reynolds number effect on either lift or drag is able to discern a difference of 0. 10 in C
minimal. It is worth noting that at these condi- performance is of considerable importance in
tions even though the main element exhibits a transport high-lift aerodynamics.
pronounced stall, the slat does not, and the flap
displays only a slight tendency to load up The second landing arrangement tested was a
beyond the stall. That the slat does not really four-element airfoil with a two-segment flap.
stall, as it did at lower Mach numbers, is a The optimum slat position was the same as for
result of the slat being exposed to a lower the three-element landing airfoil. The main
geometric angle-of-attack (lower airfoil stall flap was optimized at 350 with a gap of 2.9%
angles at higher Mach numbers). Mach number and an overhang of -1%. The auxiliary flap
effects on the takeoff configuration at was deflected an additional 150 and had a non-
Reynolds numbers of 5 x 106, 9 Y 106, and 16 x optimized gap of 0.68% and an overhang of
106 are shown in Figs. 18, 19, and 20, respec- 0.75%. Reynolds number effects at 0.20 Mach
tively. Overall, the measured effect of Mach number are shown in Fig. 24. It is evident that
number on Cd at a given Reynolds number can the effects of Reynolds number on maximum
be seen to be in the scatter band of the data lift are minimal for the Reynolds number range
(within 10 counts). However, the Mach effect tested. This can be contrasted with the substan-
on lift is substantial. tial Reynolds number effects shown for the
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Figure 22. Reynolds Number Effect on Lift
single-segment flap configuration. It is (6 = 300, 8f = 300)
possible that this difference in dependence on
Reynolds number could be due to the large than the other. Total and component loadings
optimum gap for the two-segment flap and the are shown in Fig. 25 and the correspoo.ing
much smaller (approximately half) optimum surface pressures at maximum lift are shown
gap for a single-segment flap. These different in Fig. 26. It is interesting to note from Fig. 25
gaps represent different enough slot geometries that there is a reduction in stall angle with
between the main element and the flap which increased Reynolds number for this four-
could lead one configuration (single-segment element configuration. This stall angle reduc-
flap) to be more Reynolds number sensitive tion trend was not as apparent for the three-



element airfoil. The effect of Mach number on
maximum lift at a Reynolds number of 9 x 10 uR [ i-5xi M 020 TTAL

is shown in Fig. 27. Total and component ,0o - o RN- X-u

loadings are shown in Fig. 28. It can be seen 4.5 -aR -18X_ •
that increasing Mach number causes reductions 4.0
in both maximum lift and stall angle. 5
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r 0 M - 0.15 RN - 9 X 10 ToA. effects on maximum lift were substantial.
5.0 - ,.020)I

45- M -026 4. For the three-element takeoff configura-
4.0 .- AI . fion the main element of the airfoil enters

3.5 the stall first and is followed by the slat
Ca 10 stalling. The flap does not stall.

zo 5. Significant Reynolds number effects were
U - apparent for the three-element landing
to F- A configurations. As observed in the takeoff

0.5 '7 work, the main element of the airfoil stalls
0.20 2 4 6 -0 12 4 - 20 ' first. However, both the slat and flap-2 0 2 4 a 8 10 12. $4 16 18 20 22 24

a (I)cGRI:I.'S) continue to load up after the main element
Figure 28. Mach Number Effect on Lift. stalls.

(k=300, 8f;-350/15o)
6. Mach number effects on the four-element

Cnclusions landing configuration were substantial.
Reynolds number effects were not as large

Experimental studies of the effects of Reynolds as those measured on the three-element
and Mach number variations on the perfor- airfoil. Additionally, the four-element
mance of a practical transport-type results show a definite reduction in stall
multielement high-lift airfoil have been pre- angle with increased Reynolds Number
sented. The studies were conducted at the which was not apparent in either the
NASA Langley Low Turbulence Pressure takeoff configuration or the three-element
Tunnel under a cooperative program between landing configuration.
the Douglas Aircraft Company and the NASA
Langley Research Center to establish a high-
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Quantitative Three-Dimensional Low-Speed
Wake Surveys

by
G. W. Brune*

Boeing Commercial Airplane Group
Seattle, Washington 98124

aummrM

Theoretical and practical aspects of conducting • axial component of vorticity, equation 8
three-dimensional wake measurements in large wind ' stream function, equation 10
tunnels are reviewed with emphasis on applications
in low-speed aerodynamics. Such quantitative wake Subg~iiaW
surveys furnish separate values for the components
of drag such as profile drag and induced drag but also ft value per foot
measure lift without the use of a balance. In addition MAC mean aerodynamic chord
to global data, details of the wake flowfield as well as rer reference condition
spanwise distributions of lift and drag are obtained. freestream values
The paper demonstrates the value of this measure-
ment technique using data from wake measure-
ments conducted by Boeing on a variety of low-speed Indion
configurations including the complex high-lift
system of a transport aircraft. Qualitative wake surveys employing wake imaging

(ref. 1) have verified that most aerodynamic flows of
interest are stable. Moreover, they can be surveyed

Nomgl•daturi economically in large wind tunnels using mechani-
cal traversers and pneumatic probes. Qualitative

b model span wake surveys are conducted tovisualize the flowfield,
c local wing chord which is a prerequisite to a better understanding of
CD total drag coefficient aerodynamic performance.
CDi induced drag coefficient
cdi wing section induced drag coefficient Quantitative three-dimensional wake surveys are a
CDP profile drag coefficient natural extension ofwake imaging. They allow sepa-
Cd wing section profile drag coefficient rate measurements of profile drag, induced drag,
C? total lift coefficient and lift including spanwise distributions. However,
c1 wing section lift coefficient there are significant differences in data acquisition
M Mach number and processing between wake imaging and quantita-
p static pressure tive wake surveys. The latter requires the use of a
Pt total pressure pneumatic probe with multiple holes instead of a
q dynamic pressure single total pressure probe to record pressures and
Re Reynolds number velocities which can then be converted into aerody-
S tunnel cross-section area namic forces. Furthermore, quantitative wake
U axial velocity component surveys require very accurate probe position
V,W crossflow velocity components measurements since spatial derivatives of flow
y,z Cartesian coordinates in measuring velocities must be computed during data reduction.

plane
a angle of attack Quantitative wake surveys are of much value to the
ACD upsweep drag aerodynamic design of airplanes for the following
0 velocity potential, equation 11 reasons:
p density
Y source, equation 9 a. They can be used as a diagnotic tool during eirplane

* Principal Engineer, Aerodynamics Engineering
Copyright retained by The Boeing Company, 1991.
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development to study the effect of configuration on a simple wing to investigate the relation between
changes on the components of drag. induced drag and vortex drag. Weston of NASA

Langley (ref. 10) conducted quantitative wake sur-
b. Separate measurements of induced drag and profile veys behind wing half models based on the theory of

drag facilitate the prediction of flight drag based on Maskell and Betz. In his data analysis, Weston
measurements atlow Reynolds numberwindtunnel focused on the role of vortex cores and modified the
test conditions. This is because induced drag and definitions of profile drag and induced drag imple-
profile drag are associated with different flow phe- menting an earlier proposal of Batchelor (ref. 11).
nomena which must be scaled differently to account EI-Ramly and Rainbird published a number of
for changing Reynolds number. papers (refs. 12 to 15) describing complete flowfield

measurements behind wings from which aerody-
c. Separate measurements of the components of drag namic forces were calculated, but they do not provide

are also of value to the developer of CFD codes since details of their theoretical analysis.
profile drag and induced drag are usually predicted
withdifferentaerodynamicflowmodelsthatmustbe Wakes of two-dimensional a.foils have been
validated separately. routinely measured formanyyears with the primary

objective of getting accurate profile drag data that
This paper describes the wake survey technique in cannot be obtained from balances. Wake surveys of
use at the BoeingAerodynamics Laboratory which is three-dimensional configurations have occasionally
based on the work of Maskell and Betz. The under- been conducted but are not widely accepted by
lying theory for the measurement of induced drag design aerodynamicists. The main reason for this is
and lift had been published by Maskell (ref. 2), who a legitimate concern about the cost of such wake
also conducted an exploratory wind tunnel test measurements that require the measurement of a
confirming the validity of his method. The theory for large number of data points. This can indeed be a
the measurement of profile drag is that of Betz time-consuming and, hence, expensive process if
(refs. 3,4). Briefly, model drag and lift can be written methods that work so well in two-dimensional wake
as integrals of flow velocities and total pressure, as surveys are applied without further refinements. In
is well known from basic aerodynamic principles, addition, three-dimensional wake surveys were
However, a straightforward application of these suspected to be inaccurate since the desired drag
equations would not be practical since all three and lift values are the composites of a large number
components of velocity would have to be measured of individual measurements. This paper addresses
throughout the wind tunnel test section. The basic these and other issues and reports on the progress
approach employed by Maskell and Betz was to made since Maskell conducted the first wind tunnel
rewrite the drag integrals in terms of flow variables test of this kind at the Royal Aircraft Establishment
that vanish outside the viscous wake, thereby limit- in the U.K. some 20 years ago.
ing the wake measurements to a small part of the
flowfield. Maskell expressed the main contribution
to the induced drag integral in terms of the stream- Theoy
wise component of vorticity, whereas Betz limited
the profile drag integration to the viscous wake by Amimim
introducing an artificial streamwise velocity. This
opened the door for practical applications of quanti- Aerodynamic forces are calculated from the mea-
tative three-dimensional wake surveys. sured wake flow data assuming:

The wake survey methodology in use at Boeing also a. Wake flow data are measured in a single plane
includes certain features of the work of others. Among downstream of the model. This plane, located at
them are Hackett and Wu (refs. 5, 6, and 7), who the so-called wake survey station (fig. 1), is
contributed to the theoretical foundation and devel- assumed to be perpendicular to the wind tunnel
oped a practical wake survey method with emphasis axis. In most wind tunnels, the wake survey
on applications in automotive engineering, station must be moved very close to the model

because of test section and hardware limitations.
Several other experimentalists reported quantita-
tive wake surveys. Onorato et al. (ref. 8) conducted b. The flow at the wake survey station is steady ind
wake measurements behind models of automobiles, incompressible, which limits the freestream Mach
but their drag analysis does not utilize the simplifi- number in the wind tunnel to about 0.5. This does
cations introduced by Maskell and Bets. Chometon not turn out to be a serious limitation, as will be
and Laurent (ref. 9) performed wake measurements discussed later.
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c. The flow in the empty wind tunnel is a uniform measuring plane perpendicular to the tunnel axis
freestream parallel to the tunnel axis. Any devia- (fig. 2). U and p denote the velocity in the direction
tions from this ideal wind tunnel, as well as of the tunnel axis and density, respectively. Undis-
instrumentation misalignments, are assumed to turbed freestream values are indicated by the
be accounted for by measurements at the wake subscript-.
survey station with the model and its support
apparatus removed.

d. The effective ceiling, floor, and side walls of the
empty wind tunnel, defined as the geometric
walls modified by the displacement thickness of
the wall boundary layers developing in the empty
tunnel, are such that the tunnel freestream'
velocity is everywhere tangent to these surfaces. Viscous wake

Note that the presence of a model, particularly a
model that is large compared to the test section
size, will disturb this displacement surface. Also
notice that this choice neglects the possible effect
of an axial pressure gradient in the empty tunnel
(buoyancy). Figure 2. Crossflow Notation

e. Viscous shear stresses at the wake survey station Here, the first term is an integral of the total
are neglected. pressure deficit that is sometimes used as a measure

for profile drag even though it is not the only contri-
f. As written, the equations do not account for bution to this type ofdrag. As indicated, this integral

blowing or suction through the model surface but is limited to the viscous wake since the total pressure
could easily be modified, deficit is zero outside this region of the flow. The

second term, representing the kinetic energy of the
CnS S crossflow, is called vortex drag whereas the third

volume term containing axial velocities does not have any
particular name in traditional nomenclature. We

..................: will see below that this third term contains contribu-
U00tions to both profile drag and induced drag.I. ...

Poo Viscous wake p It should be emphasized that equation I is valid for
Poo L _- p-configurations in locally compressible flow since the

Wake survey station J &ssumption of incompressible flow has only been
applied to simplify the velocity and pressure terms
at the wake survey station and far ahead of theFigure 1. Controi Volume for Derivation of Wake model.

Equations
Comnonents of Dram Equation 1 is not well suited for use in a practical

wake measurement technique since only the first
With these assumptions, an application of the integral is limited to the viscous part of the wake. An
momentum integral theorem, employing the control evaluation of the other two terms would require the
volume shown in figure 1, provides the following measurement of all three velocity components
equation for model drag throughout the tunnel cross-section area S.

In order to obtain an equation for profile drag that is
D= Jf(Ptc.-pt)ds+EfJ(V2+W2 )dS suitable for practical wake measurements, Betz

wake 2J S(ref. 4) introduced an artificial axial velocity, U',

+ Pr2 _U2)ds defined by the equation
S U*2 = U2+p (P, -p) (2)

in which the symbol Pt denotes total pressure and V, W
are the components of the crossflow velocity in the

3



Notice that U" is the same as the true axial velocity i = L (8)
U outside the viscous wake, where the total pressure = d z
is Pt.. If one also introduces a perturbation velocity,

defined by ul=U* -U , drag can be written as the a a du (9)
sum of profile drag Dp and induced drag D. ax

D = D + D. (3) The symbol T is the stream function obtained from
a solution of

with 02,p a2' (10)

Dp Jf[P. - �( - U-2U,.)]ds ( It describes a flowfield that is induced by the axial

wake component ofvorticity. Equation 10 must satisfv the

D- r 2 + 2 _.2 ( boundary condition 'F = 0 at the tunnel walls so that

2 V + they become a streamline of this two-dimensional
wake flowfield.

The measurement of profile drag can now be The symbolo denotes avelocitypotentialcalculated
conducted economically by measuring total pressure from
deficit and axial velocity in the viscous wake only. 2, (-20

Motivated by the need to also limit the measurement + =&

of induced drag to the viscous part of the wake, and the following boundary condition of no flow
Maskell (ref. 2) interpreted the axial velocity pertur- through the tunnel walls
bation term in equation 5 as a blockage correction in O=
which blockage velocity is calculated from dn

ub = Jf(U - U)ds (6) Notice that the first integral in equation 7 is limited
2S ff to the viscous wake since vorticity vanishes outside.

The second term would still require measurements
This blockage correction can easily be implemented throughout the test section area but wake measure-
by replacing the tunnel freestream velocity in the ments behind models ofairplane configurations have
profile drag equation by an effective freestream shown that the source a is negligibly small outside
velocity, Ue =U0 +ub. the viscous wake. Hence, induced drag can be

approximated by

The elimination of the u'-term from the induced drag p rr
equation is the most questionable aspect of Maskell's Di = -JJf ( - OVads (12)
theory since the distinction between vortex drag and wake
induced drag disappears. In principle, the u'-term
should remain part of induced drag even though it is Lin
probably small compared to vortex drag in many The momentum integral theorem together with the
applications (ref. 16). control volume of figure 1 yields the following equa-

•Induced Drag tion for lift

According to Maskell, the renainder of the induced L = ffpds-JSpd.-pSJWUds (13)

drag equation can be approximated by S4  S3 S

Di= J Fpds-PJ (Doads (7) where the first two terms represent the difference in
wake 52 static pressure between tunnel floor and ceiling.

This integration is performed along upper and lower
where the symbol ý represents the component of surfaces of the control volume, denoted respectively
wake vorticity in the direction of the tunnel axis, by S3 and S4. The third term arises from the
referred to below as axial component ofvorticity, a is downwash behind the model The equation for lift
the crosaflow divergence or source. They are calcu- can be cast into the following iorm (refs. 2, 16)
lated from the measured crossflow velocities V, W
using the definitions L=pU. JJ yds+pJf(U.-U)Wds (14)

wake S
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in which the first integral is expressed in terms of even greater concern in using such measuring
axial vorticity that vanishes outside the viscous systems is the flow disturbance due to the traverser,
wake and, hence, only requires measurements in the which can cause significant perturbations of model
wake. In most cases the second integral is expected lift and drag. These potential problems represent a
to be small so that lift can be approximated by great challenge to the experimentalist who must

achieve a workable compromise between the rigidity

L - pU. SSY~ds (15) of the measuring system and its intrusiveness.

wake Probe Calibration

e Probes are calibrated by placing them at selected
pitch and yaw angles in a flow of known total and

Five-Hole Probe static pressures (ref. 18). ThiE' provides calibration
curves for the deviation between true and indicated

Most three-dimensional wake surveys conducted by values of total pressure measured by the center hole
Boeing employ pneumatic probes with multiple of the five-hole probe as a function of flow angle,
orifices mounted on mechanical traversers. All wake probe design, and Reynolds number based on probe
survey tests described in this paper used a single size. Furthermore, this procedure relates flow angles
five-hole conical probe 0.25 inches in diameter (fig. 3) and velocity components to pressures measured by

in a fixed position or nonnulling mode for fast data the orifices on the side faces of a multiple hole probe,
acquisition. Rakes of pneumatic probes have been and also furnishes static pressure.
considered in order to shorten data acquisition time
but were discarded to avoid the increased data Mechanical Traverser
handling complexity associated with their use and
possible mutual probe interference. Pneumatic Most wake survey tests conducted by Boeing utilize
probes have the following advantages for testing in vertical traversing struts that are a permanent part
large low-speed wind tunnels: of the wind tunnel test section equipment. Some-

times an additional mechanical traverser is mounted

a. They can accurately and simultaneously on this strut to move the probe in a lateral direction

measure all three components of wake velocity while the strut traverses the vertical direction.
and total pressure. Employing the wind tunnel strut usually simplifies

the test setup, but requires compensation for the
b. They provide time averages of data, thereby mechanical backlash of the strut.

limiting the data volume and data processing
time. All wake measurements discussed in this paper used

traversers that move the probe parallel to the tunnel

c. They are rugged and not easily contaminated by side walls, providing data points arranged in a

dirt in the tunnel circuit. Cartesian grid. Work is in progress on improved
traversers that move the probe along circular arcs

40 deg F- 0.25 in 0 while the wind tunnel strut, on which the traverser
is mounted, is temporarily at rest (fig. 4). These
second generation traversers are less intrusive and
are computer controlled, which simplifies data

"1-x acquisition. However, the task of aligning the probe
Front View Side View with the wind tunnel axis during the entire wake

survey becomes very difficult. A probe that is not
Figure 3. Five-Hole Probe Geometry aligned well with the tunnel axis will measure

crossflow velocities and a corresponding apparent
These features are not shared by most data acquisi- wake vorticity that are partially due to probe mis-
tion systems developed for experiments in small alignment. One can account for this probe
research facilities. However, the probes and the misalignment by mapping the flow in the empty
mechanical traversers on which they are mounted tunnel at the same location where wake surveys are
are intrusive and will disturb the flow to some normally conducted. The measured empty tunnel
degree. Under certain conditions, intrusive probes crossflow velocities are then used to compute a
are known to cause meandering of the vortex in correction to the final drag and lift data. Notice,
which they are inserted and make the vortex core however, that empty tunnel surveys need not be
appear larger than its true size (ref. 17). Perhaps an conducted to determine the flow qualities of a tunnel
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that are known from earlier calibration tests. which are in general nonzero in the wake survey
-.region and zero outside. A fast Poisson solver of the

FISHPAK library (ref. 19) provides solutions for
IF and 0. Since the total number of grid points
necessary for the calculation frequently exceeds
200,000, the use of a supercomputer is required forSthis phase of the data reduction. Software for this

1purpose has been developed at Boeing.

Standard correction methods (ref. 20) are applied to
Five-hole lift and drag obtained from wake surveys to account

Dve motor •probe7 for the effects of wind tunnel wF . The effect of
model support struts is accountea for by including
part ofthe model support wake during wake surveys.
Most support struts shed very little axial vorticity
since they are designed to minimize the disturbance
of the circulation around the model. Hence, their
presence is primarily visible in the spanwise distri-
bution of profile drag and not in the spanwise data of

Figure 4. Mechanical Traverser in Empty University induced drag or lift. Assuming a spanwise variation
of Washington Wiind Tunnel of profile drag that might exist in the absence of the

strut, profile drag can then be corrected.

Dat Rduction Since wake surveys are time-consuming and some
low-speed wind tunnels are not equipped with a heat

In the usual procedure, the five-hole probe measures exchanger to control temperature, profile drag must
total pressure deficit and all three components of sometimes be corrected for the effect of temperature
wake velocity at a large number of points, normally increases with time.
in excess of 10,000. Handling this data volume in a
timely fashion is the most difficult aspect of the data Wake Survey Test Results
reduction procedure. Basically, the procedure
consists of two steps: A review of the data for Three tests are described, ranging in complexity
erroneous and duplicate data sets, and the calcula- from measurements behind a simple wing to a wing-
tion of lift and drag from the final data set. body-nacelle combination in high-lift configuration.

They illustrate the practical aspects of quantitative
The calculation of profile drag using equation 4 is wake meqsurements such as model installation,
straightforward and only requires integration. The data acquisition, test procedure, and provide
calculation of induced drag and lift using equations examples of the type and quality of data obtained
12 and 15 is more difficult since vorticity and source from wake surveys. Each of these tests has unique
strength must be computed as intermediate results. features dictated by different test objectives, type
These calculations require numerical differentia- and availability of model and wind tunnel, and
tion of measured crossflow velocity components, testing budget. All tests used basically the same
V and W, which can easily lead to erroneous values data acquisition system and data reduction
of induced drag and lift if not done properly. Numeri- procedure but different hardware.
cal experimentation with various schemes showed
that accurate vorticity and source data could be High-Lift Test of 'Transport Aircraft
calculated by fitting cubic splines to the measured
crossflow vcelocities. A large half model of a twin engine transport was

tested at Mach 0.22 and 1.4 million chord Reynolds
In order to obtain the stream function T and the number in the Boeing Transonic Wind Tunnel
velocity potential o from equations 10 and 11, the (fig. 5). The tunnelfeaturesan 8-by 12-ft test section
computational domain is extended with uniform with slotted walls. The wing was in high-lift configu-
grid spacing from the wake survey region to the ration with take-off flaps deployed. The model had
walls of the wind tunnel. Where necessary, fillets a half-span of 52 inches and was installed vertically
in the corners of the test section are neglected. above a horizontal splitter plate. Two different
Values of axial vorticity and source strength are engine simulations were employed including a
prescribed throughout the computational domain, flowthrough nacelle and a turbo-powered simulator
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(TPS). The purpose of this experiment was to Measured velocities of the crossflow perpendicular
determine the feasibility of making quantitative to the tunnel axis were converted into axial vorticity
wake surveys using models of realistic high-lift as described above. Such vorticity data together
configurations. with the measured total pressure deficit provides

much insight into the structure of wing wakes.
Figures 7 and 8 show contour plots of these data for
the model with two different engine representations.
Wind tunnel test conditions and model geometry are
the same for both sets of data. The wake flows are
shown in airplane view with the wing tip vortex of
the right wing on the right side of the plots. The

nacelle region is visible on the left side of each plot.
Inboard total pressure and vorticity contours are
quite different for the two nacelle configurations
with the TPS data indicating the extent of the

-- powered jet. However, the outboard contours,
including the tip vortex and the powerful vortex to

.- ' the left of the tip vortex, shed from the outer edge of
-• the trailing edge flap, are almost identical for the

two wakes.

Figure 5. High-Lift Half-Model in Boeing Transonic
Wind Tunnel (a) Total Pressure Contours t too

Wake surveys were conducted in a plane two mean

aerodynamic chord lengths (24 inches) downstream -0.025
of the inboard wing trailing edge, which was as far -0.025
downstream as test section and data acquisition 0.2 -0.2 Tip
hardware permitted. The boundaries of the wake 0. vortex
survey region (fig. 6) were chosen to capture wing =N-.

and nacelle wakes but did not include the wake _ F
behind the fuselage. -0.2

--0.2 2
-0.4

Wake survey region (b) Axial Vorticity Contours bS~2U1 0.05 ,,.
2OO\

- 0.2 0.05

Modell = - 0.05ý
Splitter plate " 0.4

-0.1
Figure 6. Example of Wake Survey Region

Figure 7. Wake Flow Data of Transport High-Lift
Wake surveys are time-consuming since a large Model With Flowthrough Nacelles
number of data points must be taken to adequately
describe the wake. In this case measurements had Wake flow data provide important qualitative infor-
to be performed at about 15,000 wake points. In mation during airplane design but are also useful for
order to complete a wake survey within a reasonable the validation of CFD codes. An example of the
time of about 2 hours, data were recorded while the latter is given in figure 9 where the total pressure
probe traversed at a fixed speed. Preliminary inves- contours of figure 7 are compared with wake
tigations in which the traversing speed was varied rollup predictions obtained from A502/PANAIR
showed that this mode of testing produced accurate (ref. 21) for this high-lift airplane configuration with
data up to a probe speed of 1 inch per second. flowthrough nacelle.



P-P -0.8 Spanwise distributions of profile drag and induced
(a) Total Pressure Contours tq o 0. 025 08 drag derived from the wake data of figures, 7 and 80and the corresponding axial velocity data are plotted

- 0.8 in figure 10. Spanwise induced drag is defined here
5-0.2 as the integral of the integrand of equation 12 in the

Tdirection normal to the wing surface, which is
Tip vortex different from the usual definition of spanwise

__ Flap vortex induced drag defined as the product of wing section

0.2 lift andinduced angleofattack. As seeninthe figure, the
TPS jet major contribution to induced drag arises from the

strong tip and flap edge vortices. Profile drag of the
24 5 model with TPS nacelle includes a large region of

0.2 negative values representing the thrust of the TPS
(b) Axial Vorticity Contours 0.05 jet. The two configurations have almost identical

2UOO distributions of induced drag and profile drag for the
outer half of the wing, except that wing and flap

0.05 vortices from the TPS configuration are shifted
0.2 slightly outboard, possibly being displaced by the

4-•PS jet. Such good agreement of the outboard data
_0- .05 taken at the same angle of attack and behind the

same wing geometry demonstrates the excellent
0 •'.3 repeatability of these measurements. It should be

-0. 0. emphasized that the spanwise distributions of drag
shown in figure 10 are somewhat distorted because

Figure 8. Wake Flow Data of Transport High-Lift of wake deformations between wing trailing edge
Model With Turbo-Powered Simulator (TPS) and wake survey station. Thus, any comparison of
Powered Nacelles spanwise drag or lift data with data from other

sources should be interpreted with caution. How-
(a) Panel Model and Streamline Calculations ever, spanwise wake data frequently reveal the

origin of major contributions to drag and lift and are
0 PANAIR streamline therefore of much value in aerodynamic design.

intersections with
,!.. -, survey plane The vorticity data in the wake of the TPS-powered

model were used to calculate wing spanload as
"described in reference 22. The result is shown in
"figure 11 together with inviscid theoretical predic-
tions of the A502/PANAIR code. These theoretical
data represent a spanwise lift distribution, scaled by
the local wing chord and nondimensionalized by theZ Survey grid • sum of all lift and side forces in the outboard wing
and nacelle region. Good agreement is demonstrated

(b) Streamline Intersections With Survey Plane outboard of the nacelle. The large differences in the
nacelle region are mainly due to sideforces, which, in

0 PANAIR streamline the wake survey data, could not be distinguished
intersections with from lift.survey plane ,

CL = 1,6 o

-' is so. SimRle Wing Study

The main objective of this test was to learn more
about the accuracy and measurement repeatability
of quantitative wake surveys (ref. 23). In this test,

_....._ the wake was mapped behind a simple rectangular
i.........wing model that had a span of 6 feet and an

Total pressure wake contours from ilowthrough nacelle lest untwisted NACA0016 airfoil section. The test was
conducted at the University of Washington

Figure 9. A5021PANAIR Prediction of Wake Shape of Aonautia at in ani 8-by 1f W -sh eed
Transport High-Lift Configuration Aeronautical Laboratory in an 8- by 12-ft low-speed

8



Flowthrough or TPS Wake survey test--TPS nacelle
\ 0.22powered nacelleM = 0.22 /,,

Re I'm = 1.4 million 1.6 M
PANAIR

__ ,,__ _ ,_ _ /v-predictions

(a) Induced Drag C 1.2
C C

Flap vortex . .C R Nacelle region
CLREF CREF

Tip vortex 0.8

0.4
Flowthrough nacelle

Cd P otxEngine nacelle
i TPScenter line

.,ce" 0 0.2 0.4 0.6 0.8 1.0 1.2

0.5 2 1.0 2 y/b~ 2y/b
Figure 11. Spanwise Wing Loads of Transport High-

(b) Profile Drag Lift Model From Wake Survey and A502

+ Flowthrough nacelle PANAIR Code Prediction

"planned quantitative wake survey would indeed
:1 0.5 2 y/b 1.0 capture the wake. This was done by applying the

wake imaging technique (ref. 1), which displays total
pressure contours measured by the center hole ofthe

Cd P five-hole probe. Since viscous wakes can be seen as
regions of total pressure loss, the regions in which
wakes have to be surveyed can easily be identified.

TPS nacelle (a) Front View of Model in Test Section
8x12 ft test section

6 f- Rectangular
wing, aspect

"Support strut ratio 6
Figure 10. Spanwise Drag Data From Wake Surveys

Behind Transport High-Lift Configuration

wind tunnel. All measurements were taken at 0.18 (b) Side View of Model and Probe Traverser
Mach number and 1.27 million chord Reynolds
number. The model was installed horizontally at the
center of the test section. It was supported by a
floor-mounted strut that in turn was mounted on Probe traverser
an external balance located below the wind tunnel Model
(fig.12). =111*

Wake surveys were conducted one chord length Tunnel floor
behind the wing trailing edge and at several angles
of attack below stall. A very important purpose of Figure 12. Simple Wing Model in the University of
this and other wake tests had been to verify that the Washington Low-Speed Wind Tunnel

9



Lift curve and drag polar obtained from wake scatter is slightlyhigherthanthe scatterin the other
surveys are compared in figure 13 with correspond- data. For comparison, figure 14 also contains a table
ing balance data measured during this test. Wake with repeat balance data at the same wind tunnel
and balance data were recorded at the same test test conditions.
conditions defined by the quoted angles of attack,
Mach number and Reynolds number. After the test, (a) Wake survey data for a = 82 dog
both types of data were corrected for wind tunnel wam wAV CL Co COp CDO
wall effects in exactly the same way. The figure also 1 0.5668 0.0323 0.0155 0.0168
shows the variation of profile drag with lift 2 0.5653 0.0319 0.0148 0.0171
measured during wake surveys. Excellent 3 0.55 0.0321 0.0150 0.0171
agreement of wake and balance data is shown in

these figures, providing proof of the high measure- (b) Baam daa fora = -. 22 deg
ment accuracy that can be achieved in quantitative " I CL Co
wake surveys. 1 0.5738 i 0.0319

2 0.5722 0.0318
3 0.5722 0.0319

1.2 4 0.5709 0.0319
Wake survey

0.8 Figure 14. Wake and Balance Measurement
CL Balane Repeatability

CL BalanceW0.4 During this wind tunnel experiment, vortex
generators were mounted on the model in order to

01 M = 0.18 determine the accuracy of wake surveys in measur-
0 Rec - 1.27 million ing drag increments due to configuration changes.

Measured total wake drag increments were found to
- 0.4 be within one drag count ofbalance drag increments.

-4 0 4 8 12 16 20 Note that this difference is the same as the scatter in
a ~deg the balance drag data (fig. 14). These results not only

demonstrated excellent accuracy in measuring wake
Wake survey drag increments, but also provided the increments of
profile drag 12 deg profile drag and induced drag associated with the

S0.8 10 deg addition of vortex generators.

CL Wake survey

0.4 / 1 1Balnce total drag Aftbodv Drag Tests

0 deg Wake surveys were conducted with various fuselage
models of transport airplanes in order to improve our
understanding of aftbody flowfields and the drag

-0.4 associated with them. Contrary to most military
0 0.01 0.02 0.03 0.04 0.05 0.06 transports, civil transports feature moderate aftbody

CD upsweep with a correspondingly smaller contribu-
tion to drag. The vortices shed from such aftbodies

Figure 13. Lift and Drag of Simple Wing From Wake are relatively weak, but their associated drag must
Surveys and Balance nevertheless be understood when seeking opportu-

nities for airplane drag reduction.
For practiial applications, the ability of a wake
survey tech-niquq to rcpeat the measurements with Aftbody drag experiments were carried out in the
very little data scatter is as important as a good Boeing Research Wind Tunnel in Seattle at 0.18
absolute measurement accuracy. Figure 14 contains Mach number and 1.18 million Reynolds number per
tabulated data for lift and drag components foot. In all tests, the fuselage was supported by wing
measured in three different wake surveys at the stubs extending through the tunnel side walls that
same angle of attack and at the same wake location, are 5 feet apart (fig. 15). Notice that in this test sctup
These are true repeat runs conducted severdl days wing lift distribution and, hence, wing induced
apart. All wake data repeated very well, particularly downwash at the location of the tail were not realis-
lift, total drag, and induced drag. Profile drag tically simulated. The wing tips, in turn, were

10



mounted on an external balance, situated below the Wake measurements of upsweep drag of the 737 are
test section. This allowed a comparison of wake compared in figure 17 with balance data. This kind
survey drag measurements with balance drag. of drag is defined as the difference in drag between

symmetric and upswept aftbodies at the same test
condition. As seen, wake drag is well within the
uncertainty band of the force measurements
providing further demonstration for the accuracy of
three-dimensional wake measurements.

30 737-300 Aftbody

CD x104 M=0.18 Reft =1.18x10 6

"20- Force data

r Uncertainty of force data

10 Wake survey

-2 2
a ~deg

Figure 15. Aftbody Drag Test in Boeing R rch -10
Wind Tunnel Figure 17. Upsweep Drag From Balance and Wake

Surveys
Parametric studies investigating the effect ofaftbody
length and upsweep angle on 7-7 fuselage drag
provided quantitative data for vortex drag and nc1iolis
profile drag as functions of angle of attack (ref. 24).
As shown in the example of figure 16, vortex drag of The paper describes the wake survey methodology
upswept and symmetric aftbodies of civil transports developed at Boeing forthe purpose ofmeasuring the
can be measured in wake surveys with very little components ofdrag oflow-speed, high-lift configura-
data scatter even though aftbody vortex drag is tions. Important elements of this technique includ-
indeed very small. ing mechanical probe traverser and pneumatic probe

design, refinement of the underlying theory, and
0.010 6 data reduction procedures are still under develop-

M = 0.18 Reft = 1.18x10 ment at the present time. However, the technique
Vortex has already been successfully applied in several
drag 7.2 deg wind tunnel tests as shown in this paper. The

Upswept following valuable features of this measuring
aftbody technique should be noted:

a. They provide separate measurements ofinduced
or- .drag, profile drag, and lift.

Profile b. Measurement accuracy and data repeatability
drag are comparable to balance measurements even

though lift and drag data are the composites of a
Symmetric large number of individual measurements.

:• attbody

0.008-- c. Small increments in individual components of
drag due to minor configuration changes can be
measured accurately.

-2 0 2 4 6 d. Spanwise distributions of lift can be obtained.
u - deg This is of value in high-lift aerodynamics sinct

Etgure 16. Drag Components of Symmetric and the small flap sizes of most high-lift models make
Upswept Aftbody Configurations it extremely difficult to measure spanlift data

using surface pressure taps. However, all

11



spanwise wing data measured in wake surveys 7. Hackett, J. E. andA. Sugavanam, "Evaluation of
should be interpreted with caution since they are a Complete Wake Integral for the Drag of a Car-
usually distorted to some degree by wake rollup Like Shape," SAE Paper 840577, February 1984
and, hence, are influenced by practical limita-
tions on the location of the plane in which the 8. Onorato, M., A. F. Costelli, and A- Garrone,
survey is conducted. "Drag Measurement Through Wake Analysis,"

SAE Paper 840302, 1984
e. Wake surveys provide spanwise distributions of

profile drag and induced drag, which are of value 9. Chometon, F. and J. Laurent, "Study of Three-
in diagnosing the effects of local changes to the Dimensional Separated Flows, Relation between
configuration geometry. Induced Drag and Vortex Drag," European

Journal of Mechanics, B/Fluids, vol. 9, No. 5,
f. During each wake survey a large number of 1990, pp 437-455

velocity and pressure data are recorded which
can serve as validation data for CFD codes in 10. Weston, R.P.,"RefinementofaMathodfor Deter-
addition to providing lift and drag data. mining the Induced and Profile Drag of a Finite

Wing from Detailed Wake Measurements,"
PhD thesis, University of Florida, 1981
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FLOW PREDICTION OVER A TRANSPORT MULTI-ELEMENT HIGH-LIFT

SYSTEM AND COMPARISON WITH FLIGHT MEASUREMENTS

By

P. M. H. W. Vijgen1 , J.D. Hardin2 , L. P. Yip3

Abstract

Accurate prediction of surface-pres- distribution obtained from a 2-D panelsure distributions, merging boundary- method for the five-element airfoil withlayers and separated-flow regions over a 400 flap setting. The paper will com-multi-element high-lift airfoils is re- pare viscous computational results fromquired to design advanced high-lift sys- several methods with the measured pres-tems for efficient subsonic transport sure distributions and skin-frictionaircraft (Ref. 1). The availability of values at selected flight conditions.detailed measurements of pressure distri- Large favorable pressure gradientsbutions and both averaged and time-depen- exist in the leading-edge region of thedent boundary-layer flow parameters at slat and the fixed leading edge of theflight Reynolds numbers is critical to airfoil (see Figure 3). Relaminarizationevaluate computational methods and to (Ref. 7) of the flow from a turbulentmodel the turbulence structure for clo- attachment line due to the large flowsure of the flow equations. Several de- acceleration and the possibility fortailed wind-tunnel measurement at subsc- subsequent crossflow instability andale Reynolds numbers have been conducted transition ahead of the laminar separa-to obtain detailed flow information in- tion bubble can lead to significantcluding the Reynolds-stress components Reynolds-number effects (Refs. 8 and 9).(e.g. Refs. 2&3). The paper will present an analysis of theAs part of a subsonic-transport flow field near the swept edges of thehigh-lift research program flight experi- aircraft using a swept-wing boundary-ments are conducted using the NASA- layer method (Ref. 10) and boundary-layer
Langley B737-100 research aircraft (see stability theory.
Figure 1) to obtain detailed flow charac-
teristics for support of computational References
and wind-tunnel efforts. Planned flight
measurements include pressure distribu- 1. Brune, G. W. and McMasters, J. H.,tions at several spanwise locations, "Computational Aerodynamics Appliedboundary-layer transition and separation to High-Lift Systems," Progress inlocations, surface skin friction, as well Aeronautics and Astronautics: Ap-aq boundary-layer profiles and Reynolds plied Computational Aerodynamics,
stresses in adverse pressure-gradient Vol. 125, AIAA, New York, 1990, pp.flow. 389-433.
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slotted flap system of the research air- June 1981.craft. A range of flap settings for 3. Brune, G. W., and Sikavi, D. A.,angles of attack up to stick-shaker speed "Experimental Investigation of thewere investigated at several flight alti- Confluent Boundary Layer of a Multi-tudes, resulting in Reynolds numbers Element Low-Speed Airfoil," AIAA(based on mean-average chord and freestr- Paper 83-0566, Jan. 1982.eam speed) between 10 and 20 million, and 4. Stevens, W. A., Goradia, S. H. andMach numbers between 0.18 and 0.36. For Braden, J. A., "Mathematical Modelthe highest flap setting, separated flow for Two-Dimensional Multi-Componentwas measured over the vane element as the Airfoils in Viscous Flows," NASA CR-aircraft attitude was increased, eviden- 1843, 1971.
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ASSESSMENT OF COMPUTATIONAL ISSUES
ASSOCIATED WITH ANALYSIS OF HIGH-LIFT SYSTEMS

R. Balasubramanian÷
Spectrex Inc., Gloucester, Virginia

and

Kenneth M. Jones++ and Edgar G. Waggoner...
NASA Langley Research Center

Abstract I.Introduction

Thin-layer Navier-Stokes calculations An area of special interest to aerospace
for wing-fuselage configurations from sub- designers is high-lift systems. Future
sonic to hypersonic flow regimes are now transport aircraft will have multiple re-
possible. However, efficient, accurate quirements playing important roles in
solutions for using these codes for two- their design. These requirements include
and three limensional high-lift systems improved energy efficiency, reduced noise,
have yet to be realized. A brief overview and lower maintenance costs. Improved
of salient experimental and computational high-lift concepts for subsonic transports
zesearch is presented. An assessment of may result in designs which have increased
the state-of-the-art relative to high-lift section thicknesses, larger aspect ratios,
system analysis and identification of is- lower sweeps, optimized multi-component
sues related to grid generation and flow designs, highly integrated propulsion sys-
physics which are crucial for computation- tems, and integrated pneumatic concepts
al success in this area are also provided, such as circulation control. Conversely,
Research in support of the high-lift ele- transports designed for supersonic cruise
ments of NASA's High Speed Research and typically have geometric characteristics
Advanced Subsonic Transport Programs which (highly swept, slender wings) which do not
addresses some of the computational issues lend themselves to efficient aerodynamics
is presented. Finally, fruitful areas of at low subsonic speeds and moderate-to-
concentrated research are identified to high angles of attack (flight conditions
accelerate overall progress for high lift associated with takeoff and climb-out).
system analysis and design. The need for high-lift augmentation con-

cepts is further accentuated by contem-
porary community noise standards and traf-
fic congestion at Air Traffic Control sta-
tions. While there is ongoing research

+ Senior Scientist

÷÷ Aerospace Engineer, Subsonic Aerodynamics Branch

... Head, Subsonic Aerodynamics Branch



in this area at national research laborat- physics and geometry.
ories and private industry, (Brune and
McMasters provide an extensive review of High-lift systems for supersonic config-
computational high-lift design in practice urations differ from those for subsonic
at industry), a critical need exists for transport systems both in system geometry
further innovations. For this to be real- and physics which dominate the flow. In
ized, major breakthroughs in several areas order to achieve the desired high levels
must occur. From a computational perspec- of supersonic cruise efficiency, many ad-
tive improved methods are needed to analy- vanced supersonic configurations employ a
ze geometrically complex systems and in- low aspect ratio, highly swept wing. Un-
clude key physics, such as flow separa- fortunately, these configurations typical-
tion, transition and turbulence, which ly have poor low-speed performance charac-
dominate the flow fields. This paper at- teristics. Often, the low speed perfor-
tempts to review some of the issues which mance characteristics of these systems are
are crucial for computational fluid dynam- enhanced either by attached flow or vortex
ics (CFD) to truly complement ground and flaps along the wing leading edge. At-
flight based research and development for tached flow flaps are designed to suppress
advanced high-lift systems. the formation of leading-edqe vortices.

Conversely, vortex flaps are designed to
Advanced transport designs currently position the leading edge vortex within

receiving considerable attention include ý:he bounds of the flap chord to provide a
configurations designed for supersonic component of thrust which results from a
cruise, such as the High Speed Civil vortex induced suction force. The trail-
Transport (HSCT), as well as.more conven- ing edge flap system for these confioura-
tional subsonic transports. High-lift tions may consist of a segmented system of
systems for subsonic transports, typically hinged flaps. Figure 2 shows the
use deflected leading edge slat surfaces schematic of a low aspect ratio highly
and trailing edge slotted flaps for lift swept wing configuration tested at NASA4 ;
augmentation, see Figure 1. Figure la the leading edge flap segments can be
shows a relatively simple 3-component sys- deflected independently about the hinge
tem consisting of a main element, slat and line. The trailing edge flap segments can
single slotted flap configuration which also be deflected independently about the

2was tested by Lockheed-Georgia . A more flap hinge lines. Also shown in Figure 2
complex system shown in Figure lb depicts are schematics of attached flow and vortex
a double slotted trailing-edge flap in flap concepts. Grid systems to model
addition to the slat and main element. these complex, segmented geometries must
This configuration was tested in the NASA be highly versatile. In addition, the
Langley Low Turbulence Pressure Tunnel computational methods employed in the
(LTPT) . Subsonic high-lift systems, when study of high-lift systems for supersonic
fully deployed, can have regions of configurations must be capable of captur-
separation on the slat or flap, or in the ing vortex structures with minimum smear-
cove regions. The subsonic systems may ing and phase distortion since the nature
also have confluent boundary layers as a of the flow is highly vortical in these
result of the strong interaction of shear systems.
layers. The subsonic high-lift systems
are thus viscous dominated flow fields and The problems of high-lift system analys-
have considerable geometrical complexity. is often include such issues as engine
Computational methods for high-lift sys- airframe integration and three-dimensional
tems must be carefully chosen to incor- effects resulting from wing sweep, pylons,
porate these varying requirements in flow partial-span-flap deflections and tip of-



fects. These attributes yield extremely II.Literature Overview
complex geometries and attendant complex,
interactional physical phenomena. While Experimental database
incremental progress by way of interac-
tional methods or in development of quasi- While it is not the intent of this paper
three-dimensional analyses is being accoir- to review the available high-lift research
plished, we are not confident that such literature, a brief overview of some sali-
progress will computationally support in- ent reports is appropriate. Among the
novative breakthroughs for future high- published data on multi-element airfoils,
lift system design and development. Low Braden, Whipkey, Jones and Lilley2 report
cost, computationally efficient solutions on a study of the confluent boundary layer
(multi-grid, local time stepping) for development and separation characteristics
three-dimensional steady flows for rela- on a NASA GAW-l. The section was equipped
tively simple geometries are available with a 29% chord single-ilotted trailing
using thin-layer Navier-Stokes codes. We edge flap and a 15% chord leading edge
feel emphasis on these methods will yield slat. Various combinations of slat and/or
substantial progress toward alleviation of flap deflections and angle of attack were
the two major obstacles to accurate, effi- investigated in the study. The report con-
cient high-lift system analysis, viz., tains surface pressure measurements on the
complex geometry and physics. Hence, our airfoil as well as lift versus angle of
principal perspective will focus on Navi- attack curves for various flap/slat
er-Stokes solutions. In this paper, we arrangements. Surface oil flows were used
explore some of the crucial issues which to provide flow visualization of boundary
must be successfully addressed in order to layer transition patterns. Boundary layer
develop computational methodology to velocity profiles, turbulence intensities
analyze three-dimensional high-lift sys- and Reynolds shear stresses for the con-
tems. figurations are reported under a separate5

cover . A supplement to this report con--
The following sections present a brief tains over 30000 sets of laser velocimetry

overview of experimental efforts useful (LV) derived boundary layer and wake data
for code calibration or validation along for the various combinations of geometric
with a brief assessment of the computa- arrangements and angles of attack. In
tional state-of-the art. Geometric con- addition, off body flow field data were
siderations are addressed within the obtained using hot wire and LV.
context of the implications for grid
generation. Issues related to code Valerazo, Dominik, McGhee, Goodman and
algorithms and dominant physics are Paschal 3 have conducted multi-element air-
briefly discussed for high-lift system foil optimization studies for maximum
applicability. Some of the salient lift. This is a cooperative study between
efforts currently being pursued at NASA NASA and Douglas Aircraft Company. The
Langley are also presented. Concluding primary focus of the study was to discern
remarks consist of suggestions of major the high Reynolds number sensitivities of
research areas where coordinated work is the multi-element airfoils at chord
required to sustain progress for Reynolds numbers up to 16 million. The
computational high-lift system analysis high-lift system consists of a double
and design. slotted flap and a single slotted slat as

shown in Figure 2b. Among the data that
are presented is the variation of C MAX
with Reynolds number, the variation of
C Imax with slat gap and the effect of flap



gap on Cmax. No flow field surveys are
.Mx*9 10reported from the study. In addition, Morgan and Morgan and Paulson report

there were no mechanisms used in the study on the study of static longitudinal and
for transition detection. lateral directional aerodynamic

characteristics of an advanced aspect
Olson and Orloff6 report on the study ratio 10 and aspect ratio 12 supercritical

of an airfoil with flap arrangement con- wing transport model. The model was
ducted in the NASA Ames Research Center equipped with a high-lift system
7 by 10 foot tunnel for Mach Number of consisting of a full-span leading edge
0.06 and a Reynolds number of 1.3 million. slat and partial-span and full-span
Surface pressure measurements, Reynolds trailing edge flaps. The Reynolds number
stresses and detailed measurements of mean of the tests varied from 0.97 to 1.63
velocity in the boundary layers, wakes and million over a Mach number range of 0.12
merging layers are reported. The data to 0.20. The model was tested at angles
should be considered purely incompressible of attack from -4 to 24 degrees and
and codes with compressible formulations sideslip from -10 to 5 degrees. The model
will have difficulty in simulating this has engine nacelles, landing gear and
extremely low Mach number. movable horizontal tails. Six basic wing

configurations were tested. These
Wentz, Seetharam and Fiscko tested an consisted of cruise (nested case),

aileron and a fowler flap applied to a partial-span flap, full-span flap, full-
GAW-1 airfoil. The experiment was conduc- span flap with low-speed ailerons and
ted at M - 0.13 and Reynolds number of 2.2 full-span flap with high-speed ailerons
million. Aileron control effectiveness with slat and flap deflected to represent
and hinge moments are presented for vario- takeoff and landing conditions. Lift,
us gaps from 0 to 2% chord. For the drag and pitching moment data are present-
fowler flap study, pressure distributions ed for various cases.
for various flap settings were obtained
for a limited angle of attack range. Nakayama, Kreplin and Morgan11 report

detailed flow field measurements for a
Adair and Horne 8 present pressure and three-element airfoil with a conventional

velocity characteristics in the vicinity slat and single slotted flap. Reynolds
of the flap of a single slotted airfoil at stress distributions and mean flow
a Mach number of 0.09 and a chord Reynolds measurements are presented on the main
Number of 1.8 million at the NASA Ames element and in the flap and wake regions.
7x10 foot tunnel. They report strong con- These suggest strong confluence effects in
fluence effects on the boundary layer dev- the flap region involving a jet-like
elopment on the flap suction surface due stream from the flap-airfoil gap, the wake
to the presence of a strong jet emanating region of the main element with slat and
from the slot flow. The flap is separation the boundary layer on the flap itself.
free except at the trailing edge where
intermittent separation is observed. As The above cited works provides some data
a result of this the data may only be of for code calibration or validation.
limited use for steady state calculations. However, there are large voids in the data
The flap wake development is reported to base and measurements are not in suffi-
be asymmetric due to strong destabilizing cient detail to understand the complex
curvature effects on the suction side. flow physics that a computational study
These data should therefore provide some seeks to model. The flow in the gap
guidance for studies of non-equilibrium region and pressure sides of many of these
effects on turbulence. configurations needs to be documented



fully. There is also a need to obtain are also a few applications of two-dimen-
turbulent fluctuations data (u , v , u v ), sional Navier-Stokes solvers for high-lift
transition location and mapping of flow configuration analysis in the literature.
confluence. Further studies in this area Schuster and Birckelbaw18 and Shima 19 have
must be designed to closely follow the CFD obtained two-dimensional Navier-stokes
needs to construct proper turbulence solutions for multi-element airfoil sys-
models and flow modules for Reynolds tems using patched structured-grids.
averaged Navier-Stokes calculations. Using an unstructured-grid solver, Mav-

riplis and Martinelli20 have also obtained
Computational database solutions of two-dimensional multi-element

airfoils. This work. may well be a1
Brune and McMasters provide an excel- bellwether for high-lift system

lent review of existing computational met- computations.
hods for analysis of high-lift systems.
The status of these methods can be summar- III.Geometrical Considerations
ized as follows: there are presently no
truly three-dimensional CFD methods for Complex geometry issues associated with
hign-lift studies. Most three-dimensional high-lift system analysis are non-trivial
studies use quasi-three-dimensional vis- to say the least. Even when the problem
cous approaches such as three-dimensional is simplified to a wing with deflected
inviscid codes coupled with two-dimension- surfaces (disregarding pylons, engines,
al boundary layer codes. Existing vis- flap track fairings, etc.), the task of
cous, two-dimensional airfoil codes can surface modelling and field discretization
be classified, according to Ref.1, as, (I) is formidable. Geometries which are dis-
Coupled Attached-Flow Methods, (II) Coupl- continuous in the streamwise and spanwise
ed Separated-Flow Methods, (III) Navier- directions offer a significant challenge
Stokes Methods and (IV) Design and Optimi- to the CFD community. Within these dis-
zation Methods. Categories (I), (II) and continuous regions flow interactions are
(IV) are widely used in industry today, occurring which can have significant and
while Category (II1) is considered to be dominant effects on the resulting flow
at the developmental stage. Both the at- field. An example of this is the vortical
tached and separated flow methods (Catego- flow occurring at the edge of a partial
ry (I) and (II)) are based on interaction- span leading-edge flap as it is deflected
al boundary layer approaches while the on a highly swept wing. The following
Design and Optimization methods are clear- sections address in some detail the manner
ly a patchwork of methods (I), (II) and in which CFD code developers are address-
simple inviscid analyses. In category ing these issues. From the structured
(I), a boundary layer method is coupled to grid perspective, single block, multi-12,13.14

an inviscid flow calculation and block and Chimera schemes are each addres-
in (II), some form of modelling of the sed. The promising work going on in the
separated region is attempted1 5' .17  The development of efficient unstructured grid
attached flow methods provide good agree- generation techniques is also discussed.
ment for lift at low angles of attack, Finally, zonal methods are addressed in-
where there is no flow separation. The cluding an example of their applications.
separated flow models have been successful
for some cases to compute maximum lift up Structured-arid 0olvers
to stall. These methods are at best use-
ful in a limited fashion and do not (a)Sincle and Multi-block methods
promise to provide a successful methodol-
ogy for high-lift system design. There The rapid progress in CFD of the last



decade has made it possible to analyze context of two-dimensional flows. Using
simple wing-body geometries with relative- a structured-grid solver as the base code,
ly little effort. This is due, in part, Schuster and Birckelbaw18 developed solu-
to efficient grid generation techniques tions for the multiple element airfoil
and acceleration techniques such as mesh problem by a multi-block approach using
sequencing, local time stepping and multi- two-dimensional Navier-Stokes solutions.
grid techniques. Structured-grid al- Figure 3 shows the schematic of the multi-
gorithms, such as TLNS3D 21' 22' 23 and ple-block grid topology used by them for
CFL3D2 4 , have shown that for many steady a two-element airfoil. Figure 3a shows
flow problems, efficient solutions are the arrangement of the various blocks in
possible using multigrid acceleration physical space and Figure 3b shows the
schemes. However, for the multi-element arrangement in computational space. The
problems, the single block structured sol- line marked S is a line of singularity
vers are difficult to use. Fortunately, where all three blocks intersect and it
multi-block versions of these codes are requires special connectivity relations.
currently being developed. These multi- The composite grid in Figure 3c is ob-
block solvers may have the power to tained by an iterative approach such that
analyze complex domain problems by break- 'the grid systems in the regions retain C0

ing the flow domain into smaller sub- continuity at the block interfaces. The
domains or blocks of individual grid flow solver used in Ref.18 is a modified
topology (such as grid system for each ADI scheme closely related to the Beam-
component of a multi-component system). Warming algorithm and the turbulence model
The appropriate set of flow equations in used in the calculations is the Baldwin-
each of these blocks can then be solved. Lomax model. Schuster and Brickelbaw ob-
Another significant development is the tain a reasonable comparison of C1 with
availability of powerful new grid genera- experimental data at angles of attack up
tion packages which in the hands of to stall as can be seen from the lift ver-
experienced users can be used to do vir- sus angle of attack curve shown in Figure
tually any type of gridding (C-O; C-H; C- 3d. They also state that their solution at
C) with relative ease. Among the most the stall angle and beyond did not con-
promising grid-generation packages are verge to a steady state solution. The

2? 26GRIDGEN and EAGLE2. These are both curve shown by the dotted line in the fig-
user-f riendly packages for generating two- ure is an average of the oscillatory solu-
dimensional and three-dimensional struc- tion. The CP predictions on the main ele-
tured volume grids for finite volume ment obtained by them (not shown here)
analyses. Single or multi-blocked grids indicate some systematic variations from
may be generated using these packages. experimental measurements, the cause of
The grid systems that may be constructed which was unknown.
in the multi-blocks may or maI not have CO 19

(common grid points) or C continuity Shima also obtained Navier-stokes
(slope continuity as well as common grid solutions for a multi-element airfoil sys-
locations) at the interface of these tem using a patched grid system. The grid
blocks. Depending on the nature of these generation for the multiply connected
interface conditions many variations of domain in this work is again a non-trivial
boundary coupling between various blocks problem. Here, the composite grid is
are possible. obtained in a two-step process. Initial-

ly, a potential flow solution around the
Previously, the utility of using multi-element airfoil is generated using

structured-grid solvers for multi-element a panel method. Next, conventional grid
airfoil cases has been explored in the generation techniques 27, using finite-dif-



ference methods, are employed where the in the narrow regions of flow passage aro-
computational co-ordinates are now the und the multi-element airfoil case, may
known potential and streamfunctions around limit the use of these methods for 3D-
the multi-element airfoil. This allows high-lift analysis. The complexity of the
control of grid spacing required for the grid-generation and flow solver may also
Navier-Stokes solutions near the body. have some bearing on their eventual accep-
The flow solver in Ref.19 uses an upwind tance.
(Total Variation Diminishing or TVD) sche-

me modified for low Mach number applica- (b)Overlappinq Grids/Chimera Schemes
tions. Computed solutions are compared to
experimental measurements of Foster, Irwin In addition to the multi-block method,
and Williams28 The results obtained for grid overlapping methods are another com-
a two-element configuration (consisting of monly used technique for domain decomposi-
main element and flap) are shown in Figure tion. In overlapping schemes the sub-
4 reproduced from Reference 19. The agre- domains and the grid systems associated
ement between experimental data and com- with them may overl4p, or it may be pos-
putations for C1 is reasonable; the stall sible to embed one sub-domain completely
angle of attack predicted from the solu- in another. In the "chimera scheme"30,
tion by the averaging method similar to the regions of a grid common to others is
that used in Reference 18 is under-predic- removed thereby creating voids or holes
ted in the calculations. The authors pos- inside the grid. Baysal et. al. 31, have
tulate that this could be a result of num- looked at the quality of chimera solutions
erical problems. The results for stall by studying the solutions with and without
and post-stall cases are once again suspe- embedding for a test problem and conclude
ct since they are obtained by averaging an that there are only "minor" differences
oscillatory solution obtained by the com- between the solutions. If this is true,
puter simulation. chimera schemes may offer the flexibility

to study multi-element airfoil flows. An
While these results for two-dimensional example of a chimera grid developed at

cases suggest the utility of multi-block NASA Langley Subsonic Aerodynamics Branch
systems for high-lift analysis, further for the GAW-1 airfoil with a deployed slat
research is required to establish the usa- is shown in Figure 5. Figure 5a is an
bility of such methods for a highly com- example of a sub-domain which consists of
plex three-dimensional configuration. For the slat geometry. Each sub-domain (see,
three-dimensional applications, the multi- Figure 5a,b) contains .a "hole" or void in
block methods with rule based expert sys- it which is a region of overlap of another
tems may provide a natural way for genera- sub-domain. The void is identified for
ting structured grids for analysis. Dan- each sub-domain in a preprocessing step.29
nenhoffer discusses the development of The solution strategy for the composite
such a system for two-dimensional multi- flow field involves computation of flow
body configurations. With elements in fields in each sub-domain with the associ-
close proximity, the nature and quality ated boundary values including those for
of such grids and their resultant sensiti- the boundaries of the void region. Since
vity to overall flow solution need to be the boundary values for the voids are gen-
examined closely. Many of the finite vol- crated iteratively (by solutions from the
ume structured solvers are highly sensi- sub-domains that create the voids),
tive to grid quality. The inability of convergence of these methods depends
these methods to provide reasonable simul- strongly on how well the boundary values
ations in regions where the grid may be are approximated.
highly distorted and stretched, such as,



Figure 6 shows Euler solutions obtained metry, the accuracy required for wing
by Biedron32 using CFL3D employing an loading analyses is significantly higher
overlapped grid optioyn for an airfoil with than obtainable with chimera schemes.
a slat. The calculated conditions are at Effective use of chimera is also limited,
M-0.5 and c - 7.50. These excellent according to them, by difficulties for the
results suggest that the overlapped grid scheme in implementing turbulence models
option may be exploited to generate grid based on length scales for multi-body con-
structures over multi-component airfoils. figurations.

An important advantage of the chimera Unstructured-Qrid methods
scheme or the overlapped grid methods is
the relative ease with which structured- Navier-Stokes solvers using unstruc-
grids can be generated around "simple" tured-grids (triangular, tetrahedral mesh-
sub-domains of a complex three-dimensional es) are relative newcomers to the field.
domain. Buning, Parks, Chan and Renze 33  While finite element methods using trian-
describe the application of a chimera gular and quadrilateral and tetrahedral
scheme for the space shuttle ascent elements have been used in the past, their
geometry. The component grids were applications have been limited to low Rey-
generated using a hyperbolic grid nolds number flows. Mavriplis 35, May-
generation technique which is faster than riplis and Martinelli and Mavriplis and
elliptical grid generators. Due to the Jameson 36 have led the way in developing
complexity of the geometry, the grid viable solutions to flow over airfoils.
joining process does become somewhat The implementation of multigrid strategy
involved at the intersection of and turbulence modelling for the two-dime-
geometrical components. Further nsional cases are major assets to the flow
innovation in the form of "collar grids" 34  solver used in Reference 20. At present
were required to develop solutions for the several multi-component flows have been
shuttle ascent geometry. An example of a calculated using this version of the code
"collar grid" for a cylinder intersecting and good agreement with experimental data
a curved surface is shown in Figure 7 (re- has been obtained for many of these cases.
produced from Ref.34). Figure 7a shows the For example, Reference 20 documents
combined collar surface grid. The white solutions of multi-element airfoils which
region in the figure is the void in the show excellent agreement with experimental
cylinder and the plane surfaces. The col- data using a two-equation (k-C) model.
lar grid separates the intersecting sur-
faces and acts as a transitional zone bet- The advantage of using unstructured-
ween them. Figure 7b shows a slice of the grids for analyzing high-lift systems is
collar grid and the chimera grids around obvious. They are capable of properly
it. modelling all the geometric complexity as-

sociated with high-lift systems in a
The overlapping schemes and in straightforward manner. Figure 8 shows an

particular, the chimera scheme provide a unstructured-grid system developed at Sub-
simple way to generate computational sonic Aerodynamics Branch (SAB), NASA Lan-
grids. However, further study is required gley Research Center, for the study of a
to sort out any sources of error in such fully deployed low speed multi-element
an approach before recommending these airfoil. An important merit of these
methods as a panacea for high-lift system methods is the ease and ability to adapt
analyses. Buning et.al.33 point out that to an evolving solution. By using Delaun-
while the accuracy of their solutions im- ay triangulation techniques, the re-gridd-
proved with improved modelling of the geo- ing in the region of interest can be



carried out in O(N 3/2) operations for 2-D Reynold number viscous flows offers a sig-
applications and in O(N ) operations for nificant challenge. At present, this coM-
3-D applications. plexity seems to be the stumbling block in

extending these methods to three-dimensio-
While the unstructured-grid techniques nal viscous flow problems. Obviously, new

offer ease of grid generation and grid development in this area needs to occur.
adaptation, the solvers used in these
methods do not appear as computationally Zonal Methods
efficient as the structured-grid solvers.
Indeed, comparisons have found them slower In zonal methods, the computational
by a factor of .3 to 4 for many test domain is divided into sub-domains where
cases (the estimate given is for a 2-D grids are patched together. A dis-
code here; the estimate for 3-D viscous criminating feature of these techniques
flows is much worse for the same accuracy; relative to multi-block or chimera
see for example the timings given in Ref. schemes is that the sub-domains may have
21 for viscous calculations). The varying degrees of latitude in the
relative merit of such comparisons is modelled physics. Normally, the zonal
somewhat suspect, since these test boundaries will be two-dimensional
problems have no geometrical complexity surfaces and they will have to be regular.
and thus belong naturally in the domain of The zonal approach offers the ability to
structured-grid solvers. The unstruc- properly model the physics through
tured-grid methods do provide the power to solution approximation valid to
analyze complex flow problems that are particular zones. For example, a fully
difficult to analyze using structured-grid elliptic flow problem may be solved using
solvers. Thus the development of unotruc- a zonal method where the flow regime may
tured-grid technology is receiving con- be approximated by a parabolic system of
siderable attention and is progressing equations in a large zone and by the full
rapidly at various laboratories, elliptic system in a smaller zone.

Depending on the size of these domains a
However, many major hurdles remain to large savings in computational resources

be overcome before we have available a may occur. Sankar, Bharadvaj and Tsung 38

good three-dimensional unstructured-grid use a zonal approach employing a full
solver for viscous flows. The most sig- Navier-Stokes solution zone embedded in an
nificant of these hurdles is related to outer potential flow field to study an F5
the directional sensitivity of the viscous wing and an isolated helicopter rotor in
flows. While the triangulation or tetra- hover. They show a savings of roughly 50%
hedral domain discretization does not have in computational time over full Navier-
a preferred orientation, flows with boun- Stokes solutions for similar accuracy.
dary layers do have directional sensitiv-
ity (i.e, boundary layers grow normal to From the perspective of high-lift system
the surface). Hence, some directivity studies, zonal approaches offer pos-
needs to be introduced into the grid sibilities that are yet to be fully explo-
generation(non-Delaunay and hence more red. Using zonal approaches, it may be
time consuming) and solution algorithms possible to couple structured-grids with
(background grids for turbulence, genera- unstructured meshes to develop a flexible
tion of many levels of grid for multi-grid approach to three-dimensional problems.
implementations, etc.). Thus, while the Another application of this technique may
Euler solver implementation is rather be in the analysis of separated flows,
straightforwaro for the unstructured where the thin-layer approximations may
meshes, the implementation for high break down and a full Navier-Stokes solu-



tion may be required in some zones of the For unstructured-grid solvers, there are
flow field. Such an approach has the pot- other issues related to their speed and
ential for generating a computationally accuracy that need to be fully explored,
efficient and accurate prediction method. such as, whether vertex based or cell

centered schemes are the most appropriate
IV.Alaorithmic Issues for the solver. The formal accuracy of

these methods depends to a large degree on
Differencina schemes the particular reconstruction method chos-

en. Cell vertex schemes are more economi-
There are several issues related to cal for three-dimensional (tetrahedral

42
algorithms for high-lift studies that need elements) unstructured grids , while cell
to be examined. Upwind schemes which per- centered schemes are more robust compared
form very well for supersonic flows have to cell vertex schemes 43 . Efficient cell-
been known to perform rather poorly for centered schemes for three-dimensional
low subsonic flows3 9 . Central difference problems are possible with tetrahedral
schemes, which work well for subsonic elements as demonstrated by Frink4 1 . There
flows do depend to a degree on carefully are also approaches which combine vertex
tuned artificial dissipation to stabilize based schemes with cell-centered approach
calculations (blended second and fourth for integration of fluxes (see Reference
order dissipations, residual smoothing, 43). The computational efficiency and
etc.). However, for subsonic flow cal- accuracy of these approaches must also be
culations the central differencing al- examined in detail. Lomax44 suggests that
gorithm is probably the most well behaved, there needs to be a further examination of
The accuracy of these two schemes should special forms of structured grids in 2D
be studied on prototype problems by sys- and 3D to serve as a means for under-
tematic application. Based on the outcome standing and evaluating unstructured grid
it may turn out that one particular solu- solvers and their formal accuracies.
tion algorithm is more suitable than the
other for a given configurational While many of these issues will be con-
analysis. An unstructured-grid algorithm, sidered by code developers, the applied
for example Mavriplis 36, which uses scientist working on high-lift system
central differencing schemes may be more studies will probably be involved in
suitable for subsonic configuration studi- developing methods and grids that will
es, while other unstructured-grid solvers support solving flow fields around con-
such as that by Batina40 and Frink41 which figurations with considerable geometrical
use upwind-based schemes may be more complexities. It is quite conceivable
suited for vortical flows. It is possible that the most useful approach might be one
that no single scheme (central difference that incorporates hybrid techniques. An
/ upwind scheme) will be appropriate for example of this approach is a multi-zonal
all cases. For example, consider the low scheme employing hybrid computational al-
aspect ratio, highly swept wing case. gorithms, grid structures and/or flow
Here an upwind baqed scheme with equation models for the high-lift system
controlled dissipation (e.g., TVD schemes) configurations.
should predict the formation of vortices
and their evolution in space more ac- Flow phvsics
curately than the central difference
method where some smearing of the vor- Progress in computational methods for
ticity may occur due to added dissipation high-lift systems strongly depends on the
in most models. ability to model turbulence, and predict

transition, flow separation and reattach-



ment. For subsonic transport systems, in run in the tripped mode. That is, if the
deployed high-lift situations, there may location of transition from the laminar to
be cove, leading-edge slat, trailing-edge turbulent state is known, the code will be
flap or main element flow separation. In able to compute non-zero eddy viscosity in
some of these cases, the separated flow the turbulent region. Even this approach
may be a massive shear layer which inter- is inherently deficient since the initial
acts with a boundary layer developing on evolution of turbulence (low turbulent
an element downstream. The current state Reynolds numbers, RT< 500) is not properly
of the art in CFD does not address mas- modeled by existing turbulence models.
sively separated flows adequately. This An improved understanding of transitional
deficiency leaves CFD yielding rather im- boundary layers and transitional zonal
potent analyses for high-lift systems as modelling is clearly needed. Narasimha 47

a result of the inability to predict where advocates using a semi-empirical approach
the flow begins to break down. to the problem.

There are also other important flow The other problem relates to the actual
physics which CFD is at present unable to turbulence modelling itself. Menter 48

address. For example scale effects for evaluated the performance of four popular
high-lift systems do not show a consistent turbulence closure models for flows under45
pattern 4. These anomalies are difficult adverse pressure gradients. The Baldwin-
to simulate computationally as a result of Lomax, Johnson-King, Baldwin-Barth and
the significant computational resources Wilcox's k-wmodels were implemented in an
required to compute flow conditions at incompressible Reynolds-averaged Navier-
flight Reynolds numbers. Relaminarization Stokes solver (INS code). Menter conclud-
is a phenomenon which often occurs on the ed that "the three non-equilibrium models
main element of a high-lift system in the gave significantly better results than the
influence of a deployed slat. This results algebraic Baldwin-Lomax model" under stro-
as the flow on the main element ac- ng adverse pressure gradients. Con-
celerates around the leading edge due to clusions, which are not discussed here,
extremely favorable pressure gradients at were also presented relative to the per-
high Reynolds numbers 46 . Viscous wake formance of the three models. The authors
interactions is another area requiring feel that similar rigorous studies are
further insightful studies. crucial to understand the performance of

these and other proposed turbulence models
There are also areas that require im- for multi-component airfoils and wings.

mediate attention from a computational
viewpoint. For example, the status of In addition, we feel for multi-element
turbulence modelling for aerodynamic flows airfoil and wing problems, turbulence mod-
is rather primitive. There are two types els based on length scales are more likely
of problems to be addressed here. One in- to fail since the choice of the ap-
volves a limited understanding of transi- propriate length scale is difficult to
tional flows and boundary layers and the identify. Complex turbulence models which
other is the inability to properly model do not depend on length scales may be the
turbulence. As a result of the inability only answer. Even after solving the
to predict transition, calculations are length scale problem, experience with many
ýften run in full "laminar" or " tur- higher moment methods has been that their
bulent" options for many code comparisons, performance may not be that attractive
However, most experimental data are ob- considering the additional complexities
tained for mixed laminar/turbulent flow they introduce, see the discussion by Lum-
fields. Some codes such as TLNS3D can be ley as well as the comparison of various



turbulence models conducted in the AFOSR- Speed Research (HSR) and Advanced Sub-
50Stanford Turbulence Meeting sonic Transport Program have provided the

impetus for several significant high-lift
However, there are some promising new efforts at Langley Research Center. The

developments in turbulence modelling, such elements consist of a balanced experimen-
as, second-order closure51 and the Re-Nor- tal and computational research program.
malized Group (RNG) based models 52 , that Experimental work supporting the HSR
have appeared over the horizon. Results Program involves testing a series of con-
obtained using RNG methods are compared in figurations with different types of lead-
Figure 9 (reproduced here from Reference ing-edge high-lift devices (attached flow
52) with those using Baldwin-Lomax model and vortex flaps) and planform variations
for the RAE2822 airfoil case. Figure 9a (different leading edge sweeps and aspect
presents the results obtained using RNG ratios). Data obtained in these tests
model and Figure 9b presents results ob- include force and moment, surface pressure
tained using Baldwin-Lomax model. Note and flow visualization. A complementary
that the RNG solutions improve the predic- computational program is being pursued to
tion of the shock structure relative to study the grid generation tools and com-
the Baldwin-Lomax model both in shock 1o- putational methods required to analyze
cation and strength. This model has und- this class of vehicle. Due to the comple-
ergone further developments since that xity of modelling the three dimensional
time and appears to be ready for ap- high-lift system, the initial CFD effort
plication to two and three- dimensional concentrated on gridding and analyzing
solvers of multi-component configurations. geometries with undeflected leading-edge
For example, a modified RNG k-C formula- devices. Once the cruise geometry is suc-
tion53 has been shown to produce excellent cessfully analyzed the next step will be
agreement for the classical backward- to analyze the high-lift configuration.
facing step problem which all of the other Figure 10a is an example of an HSCT con-
turbulence models in use have difficulty cept that was designed for a cruise Mach
in predicting (see Reference 50 and the number of 3.0. This design consists of a
discussions pertaining to the backward blended wing body with a flattened or "pl-
facing step pp 275-283; pp 886-911). A atypus" forebody. The configuration was
notable feature of the RNG formulation is analyzed by Victor Lessard of ViIan with
that the model constants are not ad hoc the multi-block version of CFL3D (a thin
and are derived by a consistent perturba- layer, upwind N-S code). Figure 10b shows
tion analysis of the Renormalised Navier- a comparison of the surface pressure dis-
Stokes equations. These models may provi- tributions obtained computationally with
de an avenue to improve the prediction for results obtained in the 8-foot Transonic
high angle of attack problems where the Pressure Tunnel at NASA Langley. The com-
effects of turbulence are much more parisons shown are for two cross sections
pronounced. As more and more reliance is on the configuration. The first is near
placed in optimizing configurations for the nose and the second is just upstream
maximum lift to drag ratios or minimum of the wing crank. Both comparisons show
drag, we wil be forced to examine in excellent agreement between the
detail the agreement that these Navier- computations and experiment. The pressure
Stokes codes provide for integral peaks indicative of vortex flow are well
quantities. captured by the analysis. Due to the

agreement between theory and experiment
V.Ongoing work obtained on this and other cruise

geometries, we feel the method will prove
The high-lift elements of NASA's High useful for analyzing simple three-



dimensional high-lift systems such as angles of attack up to Clmax* This solver
full-span attached flow flaps. is a transonic code with a central differ-

encing scheme, that can be run with either
Another CFD effort that is being pur- the Baldwin-Lomax or the Johnson-King tur-

sued by Kevin Kjerstad of NASA Langley in bulence model. Experimental data for a
support of the HSR Program includes evalu- GAW-1 airfoil obtained by McGhee and Beas-
ation of the three-dimensional unstructur- ley54 has been chosen for computational
ed grid generator and Euler code developed studies. This particular airfoil has geo-
by Frink, et a1 4 . The grid generation metrical characteristics (thick airfoil
method is based on the "advancing front section with blunt trailing edge) which
technique" and uses a structured back- can pose problems for a grid sensitive
ground grid to ease implementation of the algorithm. Tests were conducted between
grid generation process. An example of an Mach numbers of 0.10 to 0.28 and angles of
unstructured grid generated for a generic attack from -10' to 240. The low Mach
high speed research configuration is shown number data at M-0.15 has been chosen by
in Figure lla. The Euler solver, known as us to study the robustness of the transon-
USM3D, is an upwind scheme developed for ic structured-grid code. For the experi-
solving the three-dimensional Euler equa- ments, transition was fixed at 8% chord
tions on unstructured tetrahedral meshes. and the solver has the capability to com-
The code uses a cell-centered, finite- pute laminar calculations up to this loca-
volume formulation with flux-difference tion and thereafter, switch to a turbulent
splitting for spatial discretization. calculation. The results presented below
Experimental and USM3D results on the are only for the Baldwin-Lomax model since
generic configuration at subsonic speeds the performance of the Johnson-King model
for lift, drag and pitching moment are was affected by grid quality for this par-
compared in Figure llb. Since the model ticular geometry. Figure 12 shows the CP
has a sharp leading edge, the point of comparison between experimental measure-
separation for the primary vortex is well ments and computation using the Baldwin-
defined and the Euler results should be Lomax turbulence model in TLNS3D. Com-
reasonable. The comparisons in Figure 11b putations employing the Johnson-King model
show excellent agreement between theory were adversely affected by grid quality
and experiment for all three quantities at for this particular geometry and are not
the three angles of attack analyzed. The presented here. The agreement between the
next step is to use the codes to analyze computed solution and experimental data is
a three-dimensional high-lift system. The extremely favorable up to 80 angle of
vortex flap concept is a good candidate attack. Beginning at 120, the computed
for analysis since it has a sharp leading pressure distributions show differences
edge, hence, the separation point is known with experimental data at the trailing
a priori. This configuration will be ana- edge region. These differences become
lyzed in the near future. progressively worse at higher angles of

attack. At 120 and beyond, it was noted
One of the efforts supporting the Ad- by the experimenters that there was

vanced Subsonic Transport Program at NASA trailing edge flow separation which became
Langley involves assessing the capability progressively larger with angle of attack.
of various computational techniques for The computed wall shear stress data as
high-lift system application. We are cur- well as Mach contour plots (not shown
rently involved in assessing the capabili- here) do indicate trailing edge flow
ty of a structured-grid solver (TLNS3D) separation at 120 which becomes progres-
to predict the subsonic characteristics of sively worse at higher angles of attack.
a standard low-speed airfoil (GAW-1) at The degree and extent of agreement between



experiment and theory in this separated tured by the code. Figure 16 shows the
zone is suspect since the included physics lift vs angle of attack curve. Again, the
is deficient e.g, thin-layer approximation predictions are in good agreement with
which breaks down in the vicinity of experiment up to Cimax. Beyond Clmax, the
separation point (no streamwise viscous computed lift curve shows an increase in
stress variation) and the turbulence model lift with angle of attack, demonstrating
(Baldwin-Lomax model) used. The com- the inability of the method to predict
parison of sectional lift versus angle of stall behavior.
attack (Figure 13) shows that the lift is
predicted rather well by the code up to an Previously in this paper discussions and
angle of attack of 18c, indicating that examples of grids for multi-element air-
sectional lift is insensitive to the minor foils have been presented. As has been
differences in pressure distribution stated, the gridding and analysis of a
observed. The drag comparison (Figure 14) three-dimensional high-lift system is
shows the predictions are only accurate up quite difficult. The grid generator and
to an angle of attack of 80. Obviously, Euler code described above (Reference 41)
minor differences that are observed in were used by Dr. Mohaxmmad Takallu of Lock-
pressure distributions have a larger heed and Dr. Simha Dodbele of Vigyan to
influence on C. than C,. Since, lift to study a multi-element wing. The wing
drag ratio issues may dominate future chosen was a unswept, semi-span wing
system designs, the challenge to code consisting of a main element and full-
validators is obvious, span, double slotted flap. The surface

grid on the configuration and part of the
Bonhaus, Anderson and Mavriplis are symmetry plane mesh is shown in Figure 17.

using the unstructured-grid solver of May- Even though this geometry is complex, the
riplis to analyze multi-component airfoils grid generation process was relatively
for subsonic transport applications. The straight forward. As data become avail-
experimental data used in this comparison able, the results of the Euler analysis
is from a Douglas four element configura- will be evaluated to determine the utility
tion tested at the Langley LTPT tunnel. of the code for high-lift configuration
The computed pressure distribution over analysis for attached flow conditions.
the elements have been compared against
experimental data for angles of attack of Another difficulty with high-lift system
0, 12, 18 and 20 degrees. These results design and analysis is the proximity of
were obt.ained using the Baldwin-Lomax tur- the ground and the effect this has on the
bulence model. The agreement between ex- flow field surrounding the configuration.
perimental data and computations are ex- Often there is a significant effect on
tremely good up to Clm.x* At 0 degree ang- lift due to the interference of the wing
le of attack, (not shown here), the big- flow field and the ground. Figure 18 is
gest difficulty is in predicting the slat an example of an unstructured grid develo-
pressure distribution in the cove region. ped by Kyle Anderson of NASA Langley for
At higher angles of attack, the computed a multi-component airfoil in ground ef-
results agree very well with measurements fect. The airfoil is placed in the proper
on the slat surface, while the prediction orientation above the ground and then the
is off from experiment in the auxiliary grid is generated using Delaunay trian-
flap as can be seen from Figure 15a. At gulation techniques. The ground is simu-
20 degree angle of attack, Figure 15b, the lated by adding a zero transpiration
disagreement is quite pronounced for both boundary condition to the boundary below
the main and aft flap indicating the wake the airfoil. To analyze other ground
viscous interactions are not fully cap- heights for this same airfoils, the grid



must then be regenerated with the airfoil (iii) A concerted effort should be made to
placed in its new position. Due to the develop new turbulence models for separat-
adaptability of unstructured grid genera- ed flows and to test these models in flow
tion techniques, this requires relatively codes. There are few and relatively poor
little input by the researcher, performing turbulence models for separated

flows currently available. Progress made
Ground effect analysis can also be done in this field is bound to provide rich

using a structured grid approach. Fig. 19 rewards. There are currently several
is an example of a structured grid gen- good candidates such as the model of

56erated by Dr. Steve Yaros of Langley for Wilcox , RNG models, and second order
a National Aerospace Plane (NASP) type closure models, that need to be validated.
configuration in close proximity to the
ground. In this case the analysis was (iv) The need for co-ordinated efforts
done using a Navier-Stokes code; so a no between industry and government laborator-
slip boundary condition was imposed at the ies needs to be addressed. With such vast
wall. Again,to analyze the configuration areas of research to be done, a collabor-a-
at different ground heights requires rege- tive industrial-government consortium
neration of the grid. For this simple would serve to reduce duplication of data
geometry in Figure 19 the process is stra- and effort at this critical juncture.
ightforward. However, for more complex
configurations, generating new multi-block References
grids could be time consuming.
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UNSTEADY TRANSITION MEASUREMENTS
ON A PITCHING THREE-DIMENSIONAL WING

Peter F. Lorber and Franklin 0. Carta

United Technologies Research Center
East Hartford, CT 06108

AESTRACT a,, steady state stall angle
A sweep-back angle
v kinematic viscosity

Boundary layer transition measurements have been V

made during an experimental study of the aerodynamics of r nondimenuiti

a rectangular wing undergoing unsteady pitching motions. T circular frq e, t/T

The wing was tested at chordwise Mach numbers between

0.2 and 0.6, at sweep angles of 0, 15, and 30", and for
steady state, sinusoidal, and constant pitch rate motions. INTRODUCTION

The model was scaled to represent a full size helicopter rotor
blade, with chord Reynolds numbers between 2 and 6x 10P. Knowledge of the state of the boundary layer is a pre-
Sixteen surface hot flint gages were located along three span- requisite to understanding the aerodynamics of airfoils and
wise stations: 0.08, 0.27, and 0.70 chords from the wing tip. wings in unsteady motion. In particular, the response dur-
Qualitative heat transfer information was obtained to iden- ing dynamic stall (pitching motions penetrating beyond the
tify the unsteady motioa of the point of transition to tur- steady-state stall angle) may differ substantially, depend-
bulence. In combination with simultaneous measurements ing upon whether the boundary layer prior to separation is
of the unsteady surface pressure distributions, the results il- laminar or turbulent, completely subsonic or locally super-
lustrate the effects of compressibility, sweep, pitch rate, and sonic, fully attached or containing regions of reversed flow.
proximity to the wing tip on the transition and relaminar- The boundary layer state is in turn influenced by the Reyn-
ization locations, olds and Mach numbers of the external flow, airfoil contours

and surface roughness, freestream turbulence level, and the

NOPAENCLATURE presence of sweep and three-dimensionality.

Numerous investigations of dynamic stall have been
A pitch rate, ive/W,. conducted, at Reynolds numbers from 103 to 107, at Mach
C airfoil chord (17.3 in.) numbers from essentially incompressible to nearly transonic,
Cp pressure coefficient, (P - '1..,)/q and for a wide variety of two- and three-dimensional geome-
C pressure coefficient for locally sonic tries. Most have concentrated on measurements of either

chordwiu e velocity the aerodynamic forces (surface pressures or overall model
k reduced frequency, wc/2U, loads) or the flow field charcterstics (using various visual-
Me chordwise Much number, M,, cos A isation techniques). Only a few studies have included me.-
M.* freestreamn Mach number surements of the boundary layer state. The most informa-
P.* freestream static pressure tive approach is to obtain complete boundary layer profiles

q dynamic pressuret, Ue at numerous stations by means of hot wire anemom•try t

T scillation period or laser velocimetry.' This is usually a difficult and time-
Te Rosillatson peri c~duconsuming proies. A simpler approach is to use surface-
Re Reynolds number, &,lv~/ mounted instrumentation to obtain qualitative characterie-
U. chordwise component of freestresm velocity, tics. Sublimation, surface visualisation, and shear-eensitive

U.vcotA liquid crystal technique, have proven useful in steady or
Um freetrern velocity slowly varying low. for higher frequency (f = 1011) coadl-
x distance along chord from leading edge tions, and when data can only be efficiently acquired elec-s distance along span from tip leading edge tronically, the surface hot film gagp is preerred. 0-5

a pitch rate, rad/sec This paper presents the remults of such surfac hot film
a geometric angle of attackthe bound l on

ramp: a = and, r < 0.125) a thre-dimensional wing o . The model wa s to
0 .=s I 2-r - 0.l 25) be repreeatative of a ful scale helicopter main rotor, with

= 0.15 -, r < 0.625 Reynolds numbers of 2-4x 100. It was tested at freestrem
sine: * W- a cos 2r Mach numbers betwen 0.2 ad 0., and In both wept andunxwept coalguratios. Previous pub0catiomss have do.

Prem,.ed #Ate FM Sympuom anNismsc &Id W Physd, Aspects acihd the surfate pressure sad inteated mrdynamic
of Aedynanmk flo, Losn Bmst, OA, Josuner 13-15, IMI.



load results from the current experiment and from an ear- pitching waveforms were used, sinusoids and ramps. The
lier experiment using a two-dimensional (tunnel-spanning) sinusoids were performed at frequencies from 1.25 to 12
version of this model. The boundary layer state measure- H1z (0.025 < k < 0.15), at amplitudes primarily of 6 and
ments described in the current paper should contribute to 10', and at numerous mean angles. The ramps began at
the understanding of the previous results. The measured a steady-state condition (usually a = 0), increased at con-
transition locations should also be useful for computational stant rate to a maximum angle, maintained that maximum
simulation of the expet iment. for a short time, and then returned to the initial condition.

The maximum pitch angles were 30 * at M, = 0.2 and 0.3,

DESCRIPTION OF EXPERIMENT 25 'at Mc = 0.4, 18 * at M. = 0.5, and 13.5 * at M, = 0.6.
The nondimensional pitch rates were selected between A=
&€/2U1, of 0.001 and 0.025, bounded by a limiting dimen-

The model was a straight, rectangular, untwisted, semi- sional rate of 560" /sec. Data were obtained for a total of
span wing of 17.3 in. (44 cm) chord and 48 in. (122 cm) span 259 large amplitude sinusoids, 120 ramps, 260 small ampli-
(Fig. 1). The aspect ratio of a full wing would be 5.6. The tude sinusoids, and 295 steady-state conditions. The com-
wing consisted of a steel spar and fiberglass airfoil panels, plete data set will be made available in a technical report
and had a Sikorsky SSC-A09 9% thickness cambered section and a set of digital data tapes.
(Fig. 2). Airfoil coordinates have been provided in Ref. 6.
The surface was kept smooth, with no artificial roughness Unsteady surface pressure measurements were made on
added to alter the transition characteristics. The wing was the wing model by 112 miniature transducers distributed
mounted at sweep angles of 0, 15, and 30" from the side among five spanwise stations. The suction surface trans-

wall of the 8 ft (2.4 m) octagonal test section of the UTRC ducer locations are shown by the dots in Fig. 1. The chord-

Large Subsonic Wind Tunnel. Additional airfoil panels were wise arrays on the upper surface had 10, 14, or 18 transduc-

added to the spar at non-zero sweep angles in order to keep ers each. The lower surface arrays were less dense, contain-

the wing tip 1 chord at the tunnel centerline. The experi- ing 6 or 18 transducers each. The transducers were installed
ment was conducted at five chordwise Mach numbers, Me so as to retain a smooth surface contour and achieve a fiat0.2, 0.3, 0.4, 0.5, and 0.6. Based upon the model chord and frequency response to at least 4 kHz. The pressures werethe fact that this wind tunnel is vented to atmosphere in integrated along the chord at each spanwise station to deter-

the stilling section, the chord Reynolds numbers for these mine the unsteady lift, pressure drag, and pitching moment
experiments were approximately equal to 10r x M.. Lon- coefficients.
gitudinal turbulence levels have been measured in this fa- Sixteen flush-mounted surface hot film gages were used
cility using an LDV system to be between 0.7 and 1.2% of to determine transition and separation locations. As shown
the freestream velocity"1 . Measurements with an unsteady by the x-marks in Fig. 1, the gages were located in chordwise
pitot-static probe during the current experiment indicated arrays at three spanwise stations, x/c = 0.08, 0.27, and 0.70.
root-mean-square unsteadiness equivalent to 0.35-0.5% of (Note that z = 0 is at the wing tip.) The chordwise stations
the freestream velocity for 0.35 M, S <0.6, and 0.9% at M were x/c = 0.026, 0.060, 0.103, 0.192, 0.302, 0.464, 0.682,

0.2. and 0.880. All eight chordwise stations were used at z/c

A hydraulic rotary drive oscillated the model in pitch = 0.70, while only the forward four stations were used at

about the line connecting the root and tip L chord. Two z/c = 0.08 and 0.27. The x/c = 0.026 aid 0.103 gages at
4 z/c = 0.70 were offset by 1 in. (to s/c = 0.65) to reduce

a . were installed in holes drilled through the fiberglass airfoil
X \ skins. Each gage consists of a heated element deposited on

* " " Pressure the end of a 0.15 in. (0.38 cm) diameter quartz rod. The hot
0 * x Hot Film films were operated in the constant-temperature mode, at a

0 Ex nominal operating temperature of 225 C, corresponding to
* : . an overheat ratio (hot to cold gage resistance) of 1.35. The
• 0 output voltage will increase with the heat transfer from the

gage, and therefore, by the Reynolds analogy, with the shear
Span, z/¢ stress at the wall. The anemometer circuits were mountedimmediately outside of the wind tunnel wall to minimize

Fig. 1. Wing planform and instrumentation Iocatior3. lead resistance and noise.

The output voltages from both the pressure transducers
and hot film gages were paswed through a 10 kHs low pass
filter, and digitised (to 15 bit accuracy) at a rate of 1024
samples per oscillation period (T). Ensemble-averaged time
histories were computed using data from 20 pitching oscil-
lations. Both the individual oscillatios and the ensemble

FIg. 2. SSC-A09 airfoil section. averages wer recorded on digital magnetk tape.



The hot film results were intended to provide only qual- a) AC Voltage
itative information on transition and separation locations.
When the flow over the hot film gage is laminar, the heat 4/C
transfer is generally low, with little random unsteadiness. KNG
Movement of transition past the gage is indicated by a rapid 0.0
rise in heat transfer, accompanied by an increase in the 0.0
higher frequency, random portion of the signal. Separation
Is indicated by a low level of average heat transfer, bait a 00
high level of unsteadiness. Interpretation of hot film sig- c 0.0
nals is simplified in a periodic unsteady flow because the 0
changes from one flow state to another can be more read- t .
ily identified than the characteristics of a steady-state flow. >
It is particularly difficult to determine if an individual signal
with moderate unsteadiness is turbulent, separated, or tran- .04
sitional.

No attempt was made to obtain quantitative values of E 0.
skin friction. Calibration of multiple surface mounted gages L o.0 L j0.0
for unsteady flow is quite difficult, because of the need to 4

either a) calibrate all probes in a reference unsteady flow 0
prior to installation, b) provide a reference flow at each T -0.2

probe, or c) calibrate the probes by comparison to a trace-
able and portable reference probe. Surface-mounted quarts -0.4
substrate gages (such as used here) have been shown to
have limitations in unsteady flow, including different steady -0.6
and unsteady calibrationsIM3 The difficulties are created 0 5 10 15 20 25 30
because heat is transferred not only from the active element a
to the fluid, but also from the element to the substrate, from
the substrate to the model, and from the substrate to the b) Self-scaled
fluid. The characteristic lengths and times for these various
processes differ, resulting in different steady and unsteady
responses." Surface gages with a cavity below the heated
element have been more successful in obtaining quantita-
tive unsteady data.14."s The qualitative information at the

relatively low frequencies (1-10Hs) of interest here should, 0.0 JR
however, be valid.

Transition information may also be obtained from the 3 M0.0
surface pressure data. As described in Refs. 1, 5, 6, and 16, 0
transition is frequently accompanied by an increase in the 0.0
higher frequency random component of the pressure, and by E
a small shift in the ensemble-average. The problem with this U.
technique is that transition is not the only source of such
pressure changes. The pressure information is most useful 0 SCALE
in confirming or extending transition information obtained 00 A - 0.4
from other means. For example, several hot film gages were 0
not operating properly during the uAnwept portion of this OL0 " 0.0
experiment. The data from adjacent pressure transducers - -0.2
was used to cover the resulting gaps between functional hot -0.4
films. Comparison between hot film and pressure informa- -0.6
tion at other stations confirmed that the pressure changes 0 5 10 IS 20 25 30
were actually caused by transition. a

STEADY CHIARACTEIUSTICS Fig. 3. Steady hot film results at M. , 0.3, A - 30, and
s/c = 0.7.

For each steady (fixed a) condition, hot film gage v, i file contaning hot film outputs as a function of a. Figure 3
a were recorded over a 5 second period and averaged, shows an example for M, - 0.3 and A - 30 '. The result.
Results for each value of a during a particular tat series for the 8 gages at s/c - 0.7 (the staion furthest from the
(at fixedl M. and A),were used to form a 'quasi-steady' data wing tip) are shown In two formats: as AC voltages (Fig. 3U)



and self-styled to a peak-to-peak value of I (Fig. 3b). The 0. a) Mach number effects, at s/c = 0.7
AC voltage illustrates the magnitude of the output varia- and A - 30".
tions, while the self-scaled output allows regions of change W o.25 0 .2V 0.250 0.2
to be easily identified and provides a clear qualitative pic- ' 0.o
ture. (Since the gages are not calibrated, quantitative com- c 0.20 0 o04

o0 'W A 0.5
parisons between gages are not possible.) The origins for the "
output at each chordwise position (x/c) are along the left of , o.5s -...

the figure, and the scale is at the lower right. Because data
points were only acquired every I or 2" the quasi-steady .2 0.10o

series appear somewhat rough. C

At x/c. = 0.026 the sharp increase in heat transfer cor- -

responding to the passage of the transition point over the o.oo0 0 a 12 is
gage occurs between a = 8 and 10 '. Similar sharp increases Angle of Attack, a
are also present for the x/c = 0.06, 0.10, and 0.19 gages, but
at successively lower values of a. This indicates that at a =
0, transition occurs between the x/c = 0.19 and 0.30 gages,
and as a increases the transition point moves forward, oc- 02 A

curring upstream of the x/c = 0.026 gage for a Ž 10". -• o2S, 0

Away from transition, the heat transfer decreases with in- 0 ,
creasing a in both laminar and turbulent regions prior to .2 . ,
separation. This decrease is a consequence of the thickening 0.1"
of the boundary layer. It is present for 0 S a 5 Sad 8 .'.a
10" < a < 20" at x/c = 0.026, and at a :5 15 for x/c . .

.2 0.10-0.682. . .

Separation is manifested by the sharp drop in heat • 006

transfer that occurs after a = 15 *, most noticeably at x/c 0.00_ . . . . . -----------
= 0.06, 0.10, and 0.19. This sharp drop does not occur at 0 a 5 12 16

the x/c = 0.026 station until a = 25 '. On the aft portion Angle of Attack, a

of the wing, where the boundary layer is never laminar, the
self-scaling emphasises a 'bumr' of increased heat transfer 0.30 c) Spanwise position effects, at M. = 0.3.
that occurs while the separation process is underway (be- a/c A

tween its initiation at a = 15 * and completion at a = 26 V 0.25 0 70 0

A possible explanation is that the turbulent boundary layer 0 .27 0

near the trailing edge is already quite thick at a = 15 *, and C 0.20 C A 07 30

in fact may have thin regions of reversed flow. The result- . ".- * .27 30

ing heat transfer from the hot film gages would be quite low. , 0. - --. 0 3

The vorticity shed during separation energizes the trailing c "
edge flow, increasing the heat transfer. Once the process .2 0.10. ". .
is completed and the flow has separated over the entire Sec. C" - -

tion, the average output returns to a low level. (The random . 0.05
variations, not shown here, remain high.)

0.00 - , i , ,i , J , , ,

A more quantitative picture of the effect of changes in o 0  5 12 Is

Mach number, sweep angle, and spanwise position on steady A of Attack, a

Now transition is provided in Fig. 4. The symbols represent Fig. 4. Mach number, sweep angle, and spanwise position
the angle of attack, a, at which the transition point moves effects on transition locations in steady flow.
past the hot film gae at each chordwhse position, x/c. The
selected value of a was that corresponding to the most rapid and moves forward of x/c = 0.026 at a = 8.5", a value
increase of hot film output, which generally occurred 20- approximately 1.5 * les than at MW, = 0.2. These results are
40% of the way from the start to the finish of the transition consistent with previous data from the unswept 2-D version
pr-.- m. Figure 4a illustrates the effect of Mach number at of this model at M. = 0.2 and 0.4.1 The primary difference
fixed -panwie position (a/c = 0.70) and sweep angle (A = is that the lower effective angle of attack of the 3-D model
30). At M, = 0.2 transition occurs near x/c = 0.3 at a = 0, (a result of the wing tip vortex') delays the forward motion
and moves forward of x/c = 0.026 by a = 10". At M, = 0.3 of transition to slightly higher geometric angles. The final
trasition is always forward ofx/c = 0.3, and move put the data shown on Fig. 4" are at M. = 0.5. The traisition
x/c = 0.19, 0.10, 0.06, and 0.026 gages at somewhat lower point cesees forward motiM near x/c - 0.06 at a - 7"
angles of attack than at M. = 0.2. This trend continues The shock effects responsble for this will be discussed in
at At, - 0.4, as transition always occurs before x/c = 0.19, the section on Mach number effects on unsteady transition.



Figure 4b illustrates the effect of sweep angle for fixed UNSTEADY TRANSITION
spanwise location (z/c = 0.7) and Mach number (M, = 0.3).
At lower angles of attack (a _< 8), transition is delayed by The simplest example of transition in unsteady flow is
non-zero sweep. At a = 0 transition on the swept wing oc- provided by data obtained during constant pitch rate ramps.
curs near x/c = 0.3, approximately 10% of chord further Figure 5 shows ensemble averaged hot film and pressure time
downstream than at A = 0. The forward motion of tran- histories for an a = 0 to 30 'ramp at M, = 0.2, A = 15, and
sition is delayed by up to 3 *in a at A = 15 ', and by up A = 0.005. The series of pressure coefficient time histories
to I *at A = 30 ", in comparison to the A = 0 results. As a = 0.5. T he left of press ure show a smorth
a increases this difference is reduced. The motion of the at z/c -- 0.59 shown at the let of the figure show a smooth
transition point past the x/c = 0.026 gage occurs at a t- inease i pressure pf r u p ondingurs at0"for all three sweep angles, a nondimensional time of r = 0.45 (corresponding to (
10 20"'). After separation a negative pressure peak associated

The effect of spanwise position is illustrated in Fig. 4c with the dynamic stall vortex travels aft along the chord.

at fixed Mach number (M, = 0.3) and at two sweep angles This is followed by a region of constant pressure indicating

(A = 0 and 30 ). At A = 0 (the solid lines) there is a massive separation. Further details on the pressure mea-

substantial difference between the inboard (z/c = 0.7) and surements during dynamic stall are provided in Refs. 6, 9,

tip (z/c = 0.27 and 0.08) stations. Compared to the in- and 10.

board results, transition near the tip occurs further forward The corresponding hot film time gage time histories at
(at x/c t 0.06) at low a but moves forward more slowly T/c = 0.7 are shown at the lower right of Fig. S. Note that
(passing x/c = 0.026 at 2" higher a). Several mechanisms because data are acquired 1024 times over the period, T,
appear to be involved. Proximity to the wing tip implies the temporal resolution of the unsteady measurements is
proximity to the tip vortex, which reduces the effective an- mhe atera n that of the unsteady measurements
gle of attack. This would tend to delay forward motion of m(ch greater than that of the quasisteady measurements
transition. In contrast, transition may be promoted by the (Fig. 3). Thus the movement of transition past the gages
three-dimensionality and unsteadiness introduced by the tip A 2
vortex. It is possible that at low a this second mechanism
causes early transition, while the forward motion of tran-
sition is delayed by the reduced effective angle of attack. ,an . -oa ""%%0. 0 l.D G.dmwS~k,

These differences do not appear at A= 30", or at A = U . oWU-pw swre
15" (not shown). This is plausible since the tip vortex has Lowe SmW*W

tess influence on the aerodynamic loading when the wing is a' T. 4. -3 Traja
swept.9  4.6

--.
o :: o 4a a t an6o* *

ORIAiS X/ oK / . 2t /C U U 1

oo

0

4C

0~
0) 00 JR

@000 0.

0 --

0 SCALE LL.
tha

"( o Z - 0 .. 0
ft.~ ~ 00.56 •

-3 0.0 0.4

-5 0.0- 2 0.2

-7 0.0

-9 -0.2
S-11 L . 1- -0.4

0.00 0.20 0.40 0.60 0.801 O.O0 0.20 0.40 0.60 O.807
I I I I a I

0 10 20 30 C 0 10 20 30 Ct

Fig. 5. Pressure and hot film time histories and chordwise
pressure distributions at M. = 0.2, for a ramp at A = 0.005,

A = 15, and s/c = 0.7.



is very sharply defined. Over the initial (steady state, a = 0.20 a) z/c : 0.70

0) portion of the cycle, transition occurs just aft of the x/c A

= 0.30 gage, but once the pitching motion begins at r = ' V 0.16 o 0
0.125, transition immediately moves forward. The motion 0 0. . 0 001

continues until r = 0.3 (a ý 10'), when transition occurs &_ 0.00oSI• 0.01
ahead of the x/c 0.026 gage. As shown by the chord- .2 U 0.01

wise pressure distributions at r = 0.2 (number I in Fig. 5) , 4 0.02

and at r = 0.3 (number 2), transition (indicated by the 'T') r o.os
typically occurs shortly after the suction peak. This is in
agreement with the experimental and theoretical work re. -. 04

ported in Ref. 17 for incompressible flow over airfoils at a , 0.

Reynolds number range of 19o _ Re 5 10o. The strong ad-
verse pressure gradient downstream of the suction pressure 0.0% 1 2

peak was found to induce transition within 1-29 of chord Angle of Attack, a

aft of the peak.

The series of arrows on the pressure time histories (the 0.20 b) z/c = 0.08
left portion of Fig. 5) indicate local pressure increases that A

approximately correspond to the transition measurements 0' .16 0 Stec*v

obtained with the hot film gages (the right portion of the o 0.001CF 0 .0025

figure). The pressure increases are quite small, and are only .2 A 0.00o

apparent between x/c = 0.026 and 0.149. They generally . 0.12 U. 0.01

occur slightly after the hot film gage output rises, i.e. when d 0.02

transition is complete. 00

The results in Fig. 5 indicate that transition has moved 3..
0 0.04.-

very close to the leading edge by r = 0.3, well before the ot
onset of separation at r = 0.45 (a = 20'). There is no indi-
cation of a significant transitional separation bubble. This o.o00 5 ,2
implies that dynamic stall for the SSC-A09 section at Reyn- Angle of Attack. a

olds numbers greater than 2x10o is a result of turbulent

boundary layer separation. This differs from the observa- Fig. 6. Effect of pitch rate on transition locations for ramp

tions reported in Refs. 1 and 2, for the NACA 0012 airfoil motions at M. = 0.3, and A = 0.

at lower Reynolds numbers (approximately 3-5 x 106). For

those conditions, the transitional separation bubble appears hot film at x/c = 0.149). The primary effect of increasing

to be a key participant in the dynamic stall process. The se- the pitch rate is to delay forward motion of the transition

quence observed in the current experiment, laminar bound- point. There is a delay of approximately 0.8" between the

ary layer - turbulent boundary layer - separation, has also steady and A = 0.001 conditions, and an additional delay

been observed during other high Reynolds number experi- of approximately 1.2 *from A = 0.001 to A = 0.02. The

ments, such as Refs. 3 and 4. The separation process for the unsteady delays are consistent with the results for the 2-D

current model is discussed at greater length in Ref. 10. models. Data at s/c = 0.027 and at other pitch rates and

sweep angles (not shown) exhibit similar lags with increasedThe preceding paragraphs have described the general pihrte

behavior of transition during an unsteady pitching motion. pitch rate.

This behavior is similar to that observed at other pitch rates, Close to the wing tip, at s/c = 0.08 (Fig. 6b), there
sweep angles, spanwise positions, and Mach numbers (at is still a transition delay associated with increased pitch
least when local supersonic flow effects are minimal). The is st tranin dla associateditheincreed thactal ocaionofthe transition point, and its motion as a is rate, but there is also a a substantial difference between the

actual location of tsteady and unsteady response. In steady flow the transition

increased is, however, dependent on all of these parameters. point moves from x/c = 0.06 at a = 2 to x/c = 0.026 at a =

These dependencies will be discussed next. o10 . This behavior has been discussed above in connection

with Fig. 4c. In unsteady flow transition occurs consider-
Pitch Rate Effects ably further aft, between x/c = 0.10 and 0.19 at low a, and

moves forward of x/c = 0.026 only at a = 15-16, , a delay

The effect of pitch rate on the location of transition i ofotlast of xc t the stay rt s i t rel-

illustrated in Fig. 6. Figure 6a shows results at the inboard atilearl tr edsto the steady rlo s aibute to

station, s/c 0.7, for ramps at a serie of five pitch rates atively early transition in the steady flow was attributed to

between A = 0.001 and 0.02, at fixed Mach number (M. s vortex, it is posible that thes disturbancei do not deth

- 0.3) and sweep angle (A = 0). Steady results are also vexo id inoughbduring the unste ramp to catse

included. Note that the results at x/c - 0.10 and 0.149 were

obtained using RMS prmusr data, because of the problems ealy transition.

with the 0.10 hot film gage described above. (There is no



Sweep Effects. the drive system limits at all Mach numbers. Qualitatively
similar variations with M, were measured at other test con-

Figure 7 illustrates the effect of sweep angle on the tran- ditions.
sition location during ramps at A = 0.01 and M. = 0.3. At
the inboard location of z/c = 0.70 (Fig. 7a), the effect of At M, = 0.3 (Fig. 8) the results are generally similar
sweep appears limited to a somewhat earlier transition at to those already described at M, = 0.2 (Fig. 5), with two
low a for the unswept wing. For a > 8*, the transition differences. The first is that the initial transition location is
location exhibits no dependence on sweep. This is consis- somewhat further forward, near the x/c = 0.19 gage rather
tent with the steady-state, M, = 0.2 data shown in Fig. 4b, than at the x/c = 0.30 gage. As shown by the chordwise
and with pressure dataP showing little effect of sweep on the presoure distribution at r = 0.2 (a = 4.7', number I in
inboard portion of the wing prior to stall. At z/c = 0.08 Fig. 8), the transition location (indicated by the 'T') is still
(Fig. 7b) sweep effects are more significant. Transition on slightly downstream of the suction peak. A more interest-
the unswept wing occurs further forward for a < 8 ", and ing difference from the M, = 0.2 results is the rapid drop in
further aft for a _> 10". This is also consistent with the hot film output prior to transition present at x/c = 0.026.
steady-state results (Fig. 4c). This drop is sharper than the gradual reduction that typ-

ically occurs as increases in a cause the boundary layer to
Mach Number Effects. thicken and thereby reduce the heat transfer. More rapid

reductions tend to occur at M, _Ž 0.3, both in the current
The effect of Mach number will be illustrated using experiment and also in the earlier two-dimensional unswept

ramp data for the A = 15" wing, at a nondimensional pitch experiment. The cause appears to be compressibility. The
rate of A = 0.005, and at the z/c = 0.70 station. Ensemble minimum hot film output is at r = 0.275 and a = 9.1'.
averaged hot film time histories and instantaneous chord-
wise pressure distributions will be discussed at M, = 0.2, 2
0.3, 0.4, 0.5, and 0.6. This sweep angle and spanwise posi- o%
tion was selected for in-depth discussion because the span-
wise variations appear relatively low. The pitch rate of 0.005 0 Uuppor Smoot*

was selected because it was the highest value that was within 0 Lor Sur#"*
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Based upon the measured pressure distribution (number 2 This is indicated in pressure distribution number 2 by the

in Fig. 8) and the steady isentropic relations, the maximum C; arrow. The supersonic bubble expands past x/c = 0.060
local Mach number at this time is approximately 0.6, double at r = 0.475 (a = 13.9' , pressure distribution number 3),
the freestream value. Increasing the local Mach number gen- with a maximum local Mach number of 1.27. This is almost
erally increases the temperature, increases boundary layer immediately followed by separation, as indicated by the loss
thickness, reduces the density, and increases the molecular of leading edge suction starting at r = 0.5 (a = 14.9 ",
viscosity and thermal conductivity." The first three effects pressure distribution number 4). The separation appears to
will tend to reduce the heat transfer from the heated ele- initiate near x/c = 0.02-0.10 (as indicated by the earliest
ment to the air (and therefore to decrease hot film output), drop in heat transfer). The rapid sequence of transition, su-
while the increase in conductivity will tend to increase heat personic flow, and separation in a very compact region near
transfer. The actual balance between the effects in this un- the leading edge illustrates the complexity of the flow and
steady, variable pressure gradient flow is not known, but it demonstrates the need for high spatial and temporal reso-
appears that the effects tending to decrease heat transfer lution in both experimental or computational experiments.
are stronger. There is in general a good correlation be-

tween rapid drops in hot film output and regions of high At M. = 0.5 the region of supersonic flow is more exten-
subsonic local Mach numbers. No evidence has been found sive, leading to the more complex hot film response shown
for the other possible cause of the decreased heat transfer, in Fig. 10. At lower a the flow remains subsonic, and the
a laminar separation bubble. Neither the surface pressure behavior is similar to that at lower M,. The transition point
distributions, the magnitude of random unsteadiness in the moves forward from its initial position near x/c = 0.19, and
hot film and pressure signals, nor limited surface oil flow vis- passes x/c = 0.10 at r = 0.3. Pressure distribution number I
ualization indicate separation at these low angles of attack (at a = 7.1 ') in Fig. A0 illustrates this portion of the cycle.
(a 10"). By r = 0.4 (a = 8.8%, pressure distribution number 2), the

flow ahead of x/c = 0.06 has become supersonic. Although
At M, = 0.4 (Fig. 9) the drop in the heat transfer near the maximum local Mach number is quite low (1.05) at r

the leading edge prior to transition is more pronounced. The = 0.4, it increases rapidly, reaching a maximum of 1.4 at r
maximum local Mach number at r = 0.35, the time of min- = 0.5 (a = 12", pressure distribution number 3). The hot
imum hot film output, is 0.83. The sequence of events is film time histories reflect the formation of the shock at r =
quite compressed for this condition. First, the transition 0.4 by the rapid drop in heat transfer at the x/c = 0.026
point moves forward of x/c = 0.026 at r = .37 (a = 9.7'), gage and the rapid increase in heat transfer at the x/c =
as shown by pressure distribution number 1 in Fig. 9). Next, 0.06 gage. The decrease at the x/c = 0.026 gage is similar
the flow becomes locally supersonic at r = 0.4 (a - 10.9 ). to the decreases caused by compressibility that were previ-
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Fig. 9. Hot film time histories and chordwise presure dis-
tributions at M, = 0.4, for a ramp at A = 0.005, A = 15",
and s/c = 0.7.



VC€ ously described at lower Me. The increase at x/c = 0.06,
which is now downstream of a shock, appears to be a com-

OFJM bination of two factors. The first is transition, induced at
0.0- the shock, and the second is the increase in density behind

.$R the shock (a 50% increase is predicted by the normal shock
relations). An increase in temperature will also occur be-

0.0 •hind the shock, tending to reduce heat transfer from the hot
:3•• -, film, but the effects of the density increase and of transition
0. 0.0 •are apparently dominant.
:3 0.0-

O As a increases further, the supersonic region expands
0.0• • aft past the x/c = 0.06 gage at r = 0.45. The heat trans-

E fer from this gage drops since it is now in the supersonic
IL flow ahead of the shock. Pressure distribution number 3 in

06.0 0.07 • •. Fig. 10, at r= 0.5 and a = 12.0', illustrates this situation.
0 SCL It is likely that the transition point has returned aft with the
1 0.0 An 2 4 0.4 shock, to between the x/c = 0.06 and 0.10 gages. RMS hot

0.2 film time histories (shown at the center of Fig. 10) support

0. L .0.0 this hypotheses. The RMS is the variation at each value of

-- 0.2 r of the data for 20 individual cycles about the ensemble
3 -0.4 average. The RMS at the x/c = 0.06 gage is considerably

S-0.6 lower at r = 0.4 and 0.5, when the ensemble averaged out-

o.oo 0.20 0.40 0.60 0.80 1" put is low (and the flow is presumed to be laminar at this
gage), than at r = 0.425, when the ensemble averaged out-put is high (and transition is presumed to be forward of

the gage). At r = 0.55 (a = 13.6", pressure distribution
number 4) the boundary layer has begun to separate near

0.00 ithe shock. The time and location of the separation are indi-
.00 cated by the initial reductions in heat transfer and suction

0.0 pressure. Pressure distribution number 4 clearly shows the
SSCL loss of suction and the disappearance of a sharply defined

A ].0 0.20 shock. The flow very quickly becomes massively separated
000 0.20 over the entire upper surface. This process is more com-

0.00 1_0_00 pletely described in Refs. 9 and 10.
0.00 0.20 0.40 0.60 0.80 -"

0 0 . 0 0 . At the highest Mach number, M, = 0.6, compresaibil-

0 4 8 12 16 a ity effects are even more dominant. As shown by pressure
distribution I in Fig. 11, locally supersonic flow begins at

2 r = 0.3 and a = 4.5 *. Transition occurs between the x/c
= 0.10 and 0.19 gages, just aft of the suction pressure peak.

-,. - Transition moves forward past the x/c = 0.10 gage at r =
0 E tope- 0.35 (a = 5.5, pressure distribution number 2). While the

ad - UP W maximum local Mach number at M, = 0.6 is 1.45, almost
. L $-'0" the same as the value measured at M, = 0.5, the supersonic

T . +-V- r..4 region extends further aft, to x/c = 0.19 at r = 0.45 (a

a- 7.1 as U = 7.6 ", pressure distribution number 3). As at M. = 0.5,
" as a a " " i" , 62 "4 a• a, a a.. there is reduced heat transfer from the hot film gage ahead

3 4 of the shock and increased transfer from the gage behind
-. 0 the shock. Transition is again linked with the shock, and
g 4s1 Ira 4s_ appears to move aft as the supersonic zone strengthens be-

- tween r = 0.35 and 0.45. Separation occurs starting at r t_
- = 0.55, as indicated by drops in the ensemble averaged hot

film output, increased randomness, and the disappearance
. I T - v-.55O of a sharply defined shock. This last effect is shown in pres-

e=1.S sure distribution number 4, at r = 0.6 and a = 11.1 '. At
"as ia i * 63 6" as U ' M, = 0.6 the loss of leading edge suction is not as sudden as

X/C X/C , at M, = 0.5, and massive separation of the entire upper sur-

Fig. 10. Hot film time histories and chordwise pressure face is somewhat delayed. Further details on the separation
distributions at M, = 0.5, for a ramp at A = 0.005, A = procem are provided in Ref. 10.
is', and s/c - 0.7.



The transition results described in this section are sum- of attack the adverse pressure graoient aft of the suction
marized in the form of a transition location versus angle peak is relatively weak, so transition may be induced by the
of attack plot in Fig. 12. The low angle of attack (a :5 amplification of natural disturbances, similar to the process

4 ) data indicate that as MA increases, the transition point on a flat plate. The concept of a critical Reynolds number
moves forward earlier. Motion past the x/c = 0.19 gage oc- based on x, V-1, is applicable. For the 0.4-1% freestream
curs at approximately 4 * earlier at M. = 0.6 than at MA = turbulence levels present in this experiment, a critical Reyn-
0.2. The earlier transition at higher M, may be at least in olds number of approximately 5 x lOs is likely." The value
part a result of increased Reynolds number. At low angle of x/c yielding this Reynolds number varies from x/c = 0.25

at Mý = 0.2 to x/c = 0.08 at M, = 0.6. The M, < 0.4 data
in Fig. 12 are in rough agreement with this trend, but at

M, = 0.5 and 0.6, the experimental transition locations are
0NGI considerably further aft.

0.0

0.0 dence of the transition location on M, is reduced (Fig. 12),
as long as the regions of supersonic flow are very small and

0. 0.0•- weak. Under these conditions (M, 5 0.4), transition ap-
pears to be initiated by the adverse pressure gradient im-

• 0.0- •mediately aft of the suction peak. As shown by the pressure

0distributions in Figs. 5, 8, and 9, the position of the suction
E peak does not vary strongly with M,.

Li. For M, = 0.5 and 0.6, sizable regions of supersonic flow
develop at moderate angles of attack. The shock terminat-

",4.E ing these regions becomes the initiator of transition. As
0.4 shown in Fig. 12, at M, = 0.5 this link between the transi-

0.2 tion point and the shock causes the forward motion of the

0.0 transition point to be halted near x/c = 0.06-0.10 at a =

-0.2 10 ". At M. = 0.6, the transition point also remains near

-0.4 the shock (x/c _Ž 0.1) for a > 5 *. The chordwise resolu-
S 1 -&.6 tion of the hot film measurements is too coarse to determine

0.00 0.20 0.40 0.60 0.80 whether transition occurs immediately following or preced-
I I 1 6 1 I I ing the shock. The results only indicate laminae conditions
0 2 4 6 8 10 12 C forward of the shock and turbulence aft. There is no clear

indication of the separation that is the classic response of a

1 2 laminar boundary layer to the presence of a shock. There is
also no evidence of the multiple 'lambda' shocks that are
commonly observed with laminar boundary layers.,". it

•U 1 .Im10 0....O " must be emphasised that there are potentially significant

differences between the current experiment and the tradi-
T% -,S tional results. This experiment is at a low freestream Mach

as 4A• r34,.,J 0.30. 10
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Fig. 11. Hot fim time histories and chordwise pressure Fig. 12. Elfect of Mach number on transition locations for

distributions at ., - 0.6, for a ramp at A = 0.005, - ramp motions at A = 0.OOS ad A = 15*

15 ', and s/c = O.T.



number and moderate angle of attack, generating a thin su- a) Pressure
personic region near the highly curved leading edge, while
the traditional experiments were typically performed at low i/c
angle of attack and higher freestream Mach number, gen- 0
erating a thick region of supersonic flow over the aft (low
curvature) region of an airfoil or plate. The combination of 0

a relatively weak shock (M = 1.3-1.4), a thin supersonic re- 0
gion, and a curved surface may result in a shock that induces 0
transition, but, at least temporarily, no significant separa-
tion. At higher angle of attack (a > 12" at M, = 0.5) the 0
dynamic separation process does begin in the vicinity of the L. .
shock.',10  0shock.,.10 O 0 ..-...._......... . . _ • . -

TRANSITION AND RELAMINARIZATION .
DURING SINUSOIDAL MOTIONS 0

SCL

The previous sections have described the transition pro- (L 0
cess at steady state and during constant pitch rate ramps. -1
This section will discuss results obtained for periodic sinu- -3
soidal pitching motions. The primary differences are the -5
introduction of a time-varying pitch rate, and a periodic -7
wake. The pitch-down portion of the sinusoidal motion also
allows reattachment and relaminarization to be studied.

Figure 13 provides an example of the hot film and pres- 0.0 0.2 0.4 0.6 0.8 1.0 T
sure results during sinusoidal motion. The conditions are a L I I I ' ' ' , t

= 10"- 10"coswt, M'= 0.2, k-=0.05, A = 15",andz/c 0 5 10 15 20 15 10 5 0 a
= 0.7. The pressure results (Fig. 13a) show a generally
smooth response, punctuated by a sharp separation at r =
0.46. The separation occurs at a = 19.8 ', after the pitch b) Hot film
rate has dropped substantially from its maximum value of
A = 0.009. The negative pressure peak associated with the
dynamic stall vortex propagates aft, followed by a constant
pressure region indicating massive separation. Reattach-
ment begins near the leading edge at r = 0.67 (a = 15 *). 0.0 V

The hot film time histories (Fig. 13b) are qualitatively 0.0-

quite similar during pitch-up to the ramp results at M, =0.2
shown in Fig. 5. As with the ramp, the transition point O. 0.0-
moves forward from x/c 0.30 at a = 0 past x/c = .026 at
a - 10.7'. The region of low heat transfer caused by sep- 0
aration corresponds to the constant pressure region shown 0.0
in Fig. 13a. Starting at r = 0.66, the boundary layer rest-
taches from the leading edge aft, as shown by the rapid U. 0.0
increase in heat transfer at the x/c = 0.026, 0.06, and 0.10 \
gages (Fig. 13b). The high level indicates that the flow 0 Al
reattaches as a turbulent boundary layer. The subsequent T 0.0 SCL

drop in heat transfer, starting at the x/c = 0.026 gage at 0.7

r = 0.74 (a = 10.9 ), corresponds to a relaminarisation 0.0 0.5

of the boundary layer, again moving from the leading edge 0-3

aft. The relaminarisation at x/c = 0.026 occurs at approxi- 0.0 0.1

mately the same value of a as transition. This symmetry isn . -0.3
not present for separation and reattachment, since at x/c = 0.0 01. 0.4 0.6 0.8 1.0 I.
0.026 separation occurs at a = 19.8 and reattachment at I I I I I I t I I
a = 15 *. The symmetry of transition and relaminarisation 0 5 10 15 20 15 10 5 0 a
does not persist through the conclusion of relaminarization.
The transition point moves aft past x/c = 0.30 at r = 0.97 Fig. 13. Hot film and pressure time histories for sinusoidal
(a = 0.2"), but does not return forward until r = 0.07 (a oscillation at a = 10- 10*coswt, M, - 0.2, k = 0.06, A -
= 0.9"1). 15', and s/c = 0.7.



Transition and relaminarization locations for a serieo of Time histories at higher Mach number, M, 0.5, are
sinusoidal oscillations at reduced frequencies of k = 0.025, shown in Fig. 16, for an a = 6 *- 6 * coswt oscillation at It
0.05, 0.1, and 0.15 are shown in Fig. 14. The Mach num- =0.05. The pressure time histories (Fig. 16a) show a flow
ber, sweep angle, and spanwise position are the same as
in Fig. 13. These results show significant hysteresis in the a) Pressure
transition-relaminarisation cycle at higher frequency. At a /
given chordwise position, relaminarization generally occurs OR"I~S
at a lower a than transition. The largest measured dif-0
ference is at x/c = 0.19, where data at k = 0.15 show a0
3.6 * lower relamninarisation angle. The hysteresis decreases0
at higher a, as the transition point approaches the leading
edge, to a maximum of 1.8 ' at x/c = 0.103 and 0.9 * at x/c 0
= 0.026. At higher a, transiition is primarily influenced by 0
the strong adverse pressure gradient immediately aft of the I
suction peak. Thus there is less variation in transition loca- o
tion than at lower a, where transition occurs further aft, in0
a region with a more moderate pressure gradient. The hys-0
teresis observed in Fig. 14 for a = 10- 10 * coswt motions,SCL
in which there are large regions of flow separation, is also 0 0
present in Fig. 15 for a = 6- 6 * cosut motions, in which
the boundary layers always remain attached. Separation is 0 00
therefore not an essential requirement for hysteresis.1

0.0
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CE 0.20 ' 0 0,100 ý
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Fig. 14. Transition and relaminarization locations for sinu-
soidal motions at a =10- 10coswt, M, = 0.2, A = 15, 0.0
and z/c =0.7. 0.
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Fig. IS. Transition and relaminarization locations for alnu- Fig. 16. Hot film and pressure time historius for sinusoida
soldal motions at a = 6- 6 *coniat, M, = 0.2, A = 15 ', oscillation at a -= 6- * coswt, M. = 0.5, k =0.06, A=
and s/c -=0.7. 15 *, and s/c = 0.7.



that remains attached, but becomes supersonic for x/c = 2. As a is increased, the adverse pressure gradient in-
0.026 and 0.06 at r = 0.3 and a = 8'. The expansion of creases and the transition point moves forward. For
the supersonic region and rearward movement of the shock a > 6-8 *, transition occurs a very short distance aft
past x/c = 0.06 at r = 0.38 distorts the pressure time his- of the suction pressure peak. Under these conditions,
tory by creating a rapid pressure drop. The hot film time the dependence on M. (and therefore also Reynolds
histories (Fig. 16b) during the pitch-up portion of the cycle number) is reduced, for Mc < 0.4. Transition moves
appear quite similar to the ramp results at this Mach num- forward of the first hot film gage (x/c = 0.026) at a •
ber (Fig. 10). The increase in heat transfer at the x/c = 10-12'.
0.06 gage between r = 0.32 and 0.38 correlates closely with
the pressure time histories (Fig. 16a), which indicate that 3. For the relatively high Reynolds number range of this
the shock forms upstream of x/c = 0.06, and then moves alt experiment, the boundary layer becomes essentially

turbulent prior to separation. There is no indication of
past this position. A similar, but reversed, sequence occurs the transitional separation bubble frequently observed
during the pitch-down, h rniinlsprtonbbl rqetyosre

at lower Reynolds number.

Transition and relaminarization locations are shown in
Fig. 17 for M, = 0.5 sinusoids at k = 0.025, 0.05, and 0.1. 4. At M, = 0.5-0.6, significant regions of supersonic flow
As at M. = 0.2, there is significant hysteresis (up to 1.6 ) develop near the leading edge at a > 7-10", with
involved in the movement of the transition between x/c = maximum local Mach numbers of 1.3-1.4. Transition
0.19 and 0.06. The differences between the transition and is initiated at the shock that terminates the supersonic
relaminarization angles for a > 9" are reduced to less than region at x/c = 0.1-0.15. There does not appear to
0.5 '. Under these conditions, the shock is believed to be be any substantial shock-induced separation at these
the primary determinant of the transition location. moderate angles of attack.

5. Increasing pitch rate from A = 0.001 to 0.02 introduces
0.30

- ronsw a lag in the forward motion of the transition point, by
. .0.25 ---- k fwng up to Aa = 2'.

0 0.02
"a 0.05o 6. Wing sweep angles of A = 0, 15, and 30 'do not sub-

S0.20, 0 0.073 stantially alter the transition locations at the inboard

"a station (z/c = 0.7 chords from the tip). However, very
0o15 close to the wing tip, transition occurs earlier for the

-. unswept wing at low a than for the swept wing, possi-
0.-oo- bly because of disturbances induced by the tip vortex.

S0.05 7. During sinusoidal pitching motions, the transition
point moves forward as a increases, and aft as a de-

ooo_ _ _ creases. At higher reduced frequency, a significant hys-
Angle of Attack. a teresis of up to 3.6 'develops between the values of a

for transition and relaminarisation. The hysteresis is
much stronger near x/c = 0.15-0.30 than it is closer

Fig. 17. Transition and relaminarization locations for sinu- to the leading edge.

soidal motions at a = 6- 6" coset, MA = 0.5, A = 15",
and z/c = 0.7.
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INVESTIGATION OF FORCED UNSTEADY SEPARATED FLOWS USING VELOCITY-VORTICITY FORM
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Abstragl

The phenomenon of forced unsteady separation
and eruption of boundary-layer vorticity is a
highly-complex, high-Reynolds number flow phen-
omenon, which abruptly leads to the formation of a
dynamic stall vortex as demonstrated earlier by the
authors for a NACA 0015 airfoil undergoing con-
stant rate pitch-up motion. This, as well as the
results of other researchers, have convinringly
demonstrated a complex vortical structure within
the state of unsteady separation prior to the evo-
lution of dynamic stall. This phenomenon of vortex
eruption, although observed in studying dynamic
stall phenomena, is also associated with transition
from laminar to turbulence flow and its generic
nature has been stressed by many researchers
including the present investigators.

An unsteady Navier-Stokes (NS) analysis is
developed for arbitrarily maneuvering bodies using
velocity-vorticity variables; this formulation is
nearly form-invariant under a generalized non-
inertial coordinate transformation. A fully-
implicit uniformly second-order (except convective
terms) accurate method is used, with the nonlinear
convective terms approximated using a biased third-
order upwind differencing scheme to be able to
simulate higher-Re flows. No explicit artificial
dissipation is added. The numerical method is
fully vectorized and currently achieves a computa-
tional index of 7 micro-seconds per time step per
mesh point, using a single processor on the CRAY
Y-MP 8/864 at the Ohio Supercomputer Center. The
simulation results show that the energetic free
shear from the leading edge is responsible for the
wall viscous layer to abruptly erupt near the cen-
ter of the counterclockwise rotating eddy in the
unsteady boundary layer. Primary, secondary,
tertiary and quaternary vortices have been observed
before the dynamic stall vortex evolves and gathers
its maximum strength. This study will discuss the
simulation results of Reynolds number up to Re .
45,000 and will also discuss the effort of initial
acceleration in a specific maneuver, on the evolu-
tion of the stall vortex.



NUMERICAL SIMULATIONS OF DYNAMIC STALL PHENOMENA

BY DISCRETE VORTEX METHOD AND VISCOUS FLOW CALCULATION
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ABSTRAC the separation points are determined by boundary layer cal-
Dynamic stall phenomena have been simulated numer- culations. Separated flows around pitching airfoils are sim-

ically by a discrete vortex method and viscous flow calcula- ulated for various conditions. A hysteresis of lift of airfoil
tions. Both simulations could capture the characteristics of at dynamic stall is obtained. The results suggest that the
dynamic stall phenomena qualitatively. Also some numeri- method has a excellent capability of simulating vortical flows
cal results show good agreements with experiments. with excellent small computation cost.

In the calculations by a discrete vortex method com- In the calculations by viscous flow calculations incom-
bined with a panel method the potential flows around wing pressible Navier-Stokes equations have been solved by a
sections is expressed by vortex sheets and separated shear third-order upwind scheme in order to understand the flow
layers are expressed by discrete vortices. Separated flows structure and mechanism of dynamic stall. Especially the
around pitching airfoils(NACA0012) are simulated for var- flow mechanics of movement of separation point on the wing
ions conditions. A hysteresis of lift of airfoi at dynamic surface, vortex formation from the surface of the wing and
stall is obtained. The results suggest that the method has unsteady Kutta condition at the trailing edge of the wing
a excellent capability of simulating vortical flows with ex- are investigated carefully. The unsteady flow fields around
cellent small computation cost. In the calculations by vis. a pitching airfoil are calculated by moving a grid system
cous flow calculations incompressible Navier-Stokes equa. relative to the freestream. Remarkable characteristics of
tions have been solved by a third-order upwind scheme in dynamic stall we obtained. Also the hysteresis curve of
order to understand the flow structure and mechanism of aerodynamic characteristics of CL and Cu are obtained.
dynamic stall. Especially the flow mechanics of movement
of separation point on the wing surface, vortex formation 2. Numerical Simulation of Dynamic Stall
from the surface of the wing and unsteady Kutta conditions by Discrete Vortex Method
at the trailing edge of the wing are investigated carefully.
The unsteady flow fields around a pitching airfoil are cal- 2.1 Analytical Method
culated by moving a grid system relative to the freestream.
Remarkable characteristics of dynamic stall are obtained. The complex potential f of the flow field is expressed
Also the hysteresis curve of aerodynamic characteristics of by the following form:
CL and Cm are obtained.

,. INTRODUCTION f = Ue-i.z + if 41rLog(z - ()d(

Studies on dynamic stall have been conducted exper-

imentally and theoretically by the many researchers'-). +:r"f4.k•,g(z -:A)+

However as the phenomena are essentially non-linear and .=i- (-
the flow field becomes complicated as the separated region is
increased, those phenomena are not understood sufficiently. , where U is the uniform flow velocity and a is the angle

In this paper two efforts for simulating dynamic stall of attack. The discrete vortices expressing separated shear
phenomena are discussed. One is based on a discrete vor- layer -re shed from the separation points on the wing sur-
tex method combined with a panel method and the other is face. The circulation of each vortex is estimated using the
based on viscous flow calculations. Both simulations could velocity at the point assumed as the edge of the boundary
capture the qualitative properties on dynamic stal phenom- layer near the separation point. Hence, nknown quantities
ena. Also some numerical results show good agreements in the flow field are the amount of strengto of the singular
with experiments. points on the wing surface and solved at each time step by

In the calculations by a discrete vortex method com- using boundary condition for normal velocity through the
bined with a panel methods-t-.) the potential flows around control point on the surface. The detailed description of the
wing sections is expressed by vortex sheets and separated method are discussed in Rf. 7.
shear laye are expressed by discrete vortices. For the cal- For the calculation of the flow around the pitching
culations a new numerical scheme developed by the present a,,g section, incident angle of the freestream is sinsoidally
authors' have been used. In the calculation a wing section changed. Then the angle of attack of the wing section is
is expressed by a set of linearly distributed vortex sheets and given by following form:



(2) -5-007()0 Experiments
where the angular frequency w is related to the reduced -5.00 Separation point

frequency k by the following form: -4.00-WC 3) a = 20deg
k = WC (3) -3.00-a= 0e

Re=3.1 X 10'
where c is the chord length. As the separation pouit, on L.) CI = 1.56the wing section is not obvious a priori, the separadion Cd=0.153
point is determined by the boundary layer calculations. The 00 a
T h w a ite s ' m e th o d s., -4) is u se d fo r th e la m in a r b o u n d a r y la y e r 0 .0 0c
calculation and the Truckenbrodt's method-.,') is used for 00
the turbulent boundary layer calculation. Percent chord

2.2 Separated Flows around a Wing Section at a Fixed
Angle of Attack Fig. 2 Comparison of pressure distribution with experi-

Fig. 1 shows sevral calculated instantaneous stream ments(NACA4412, a = 20degrees, Re = 1.0 x 10')
lines around a wing section of NACA4412 at angle of at-
tack of 20 degrees. As shown in the Figure the flow is quite 2.0, (
unsteady and the changes of separation point and separated CI
regioi can be observed. The calculated pressure distribution 0 •
is compared with the experiments in Fig. 2. As shown in 1.6-0.16
the Figure the calculated pressure distribution shows good
agreement with that by experiment*) including the sepa-
rated region. Fig. 3 shows CL and CD with o. A good 1.210.12
agreement of CL between the calculations and the experi- Cd
mnents is obtained. Also the results of CD show good agree- .- 00ment with the experiments. Those results suggest that a
discrete vortex method is quite powerful for prediction of
aerodynamic characteristics of a wing section at static angle
of attack. 10

___0._______Fxperiments

4 04.2 0 4 8 1 6 2b "'2 1'6 20 a (de

Fig. 3 Comparision of CL and CD with experiments

b-2.3 Searated Flows around an Oscillating Wing Section

The calculated results of separated flows around pitch-
ing airfoil(NACA0012) under the condition of o -- 15i +
10i0sriw(k - 0.15) and Reynolds number=1.0 x I0' isshown in Fig. 4. As shown in the figure separated region
is small in pitching-up process and it becomes much larger
in pitching-down procoss. Quite different characteristics of
flow patterns between in pitching-up and pitching-down pro-bT-41.0 cesses are obtained. The results show some features of dy-namic stall. The calculated aerodynamic characteristics are
compared with experiments') as shown in Fig. 5. The calcu-
lated Hysteresis curve of C, show almost same tendency as
the experiments. The results show fairly good agreements
with experiments.

Another calculation have been conducted under the
condition of = 15P+ l'4sinwe(k 0.1) and Reynolds num-
berml.0 x 108 as shown in Fig. 6. In the Fig separatedFig. I Instataneous stream lines(NACA4412, or f region is small in pitching-up process and it becomes much

20degrees, JR - 1.0 x 10')
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larger in pitching-down process. Quite different character- Although R in Eq.(7) is identically zero due to Eq.(1), it is
istics of flow patterns between in pitching-up and pitching- retained here as a corrective term in order to prevent the
down processes are also obtained. The calculated aerody- accumulation of numerical errors. If V is given at certain
namic characteristics are compared with experiments) as time, then the Poisson equation (6) can be solved to get
shown in Fig. 7. The calculated Hysteresis curve of CL p, and then by substituting these value into Eq.(5), V at
show almost same tendency as the experiments. The results next time is calculated from Eq.(5). The detailed numerical
show fairly good agreements with experiments qualitatively, procedures will be given in Reference 11.
The results show CL of oscillating airfoil shows higher max- For mesh grid generation Steger and Sorenson's
imum value compared with that of a stationary airfoil. method' 2' is used. The method is useful to generate a body-

Those calculated results show qualitatively good agree- fitted mesh system for an arbitrary body with keeping al-
ment with experiments and excellent capability of the most orthogonal coordinates system at the wall. The mesh
method is proved. Also as the computation time for each cal- system is generated as 0-grid type and quite fine mesh is
culation is quite small compared with those of other finite- prepared in the vicinity of the body surface. For the calcu-
difference methods, the method is quite useful for the first lation of separated flow around oscillating airfoil a general
estimation of the aerodynamic characteristics of a new wing coordinate system with time-dependent variables is intro-
section. duced. However in the computation using those coordinate

systems the displacement of the grid point and distortion of
3. Numerical Simulation of Dynamic Stall the mesh system for each time interval should be considered

by Viscous Flow Calculation carefully. In the present computation the method proposed
by Nakamichi'3) is used.

3.1 Numerical Procedures In the velocity fields non-slip conditions are used for
the wing surface and uniform flow conditions are used for

Unsteady flows of viscous incompressible fluid flow outer boundary. In the pressure fields zero derivative normal
around a airfoil is considered. The governing equations are to the wing surface is used and zero derivative parallel to the
equations of continuity and incompressible Navier-Stokes freestream is used at exit boundary.
equations:

3.2 Separated Flows around an Airfoil at Fixed
divV = 0 (4) Attack Angle

W + (V.- V)V = -grad p + I (5 Before the calculations the preliminary calculation has
+(5) been conducted for separated flows around circular cylinder

at low Reynolds number in order to check the validity of
where Re is Reynolds number. Following MAC method the numerical scheme by the present authors"). The results

kere R Ce is tshow excellent agreements with experiments. The width of
(Marker and Cell method)ivr, the Poisson equation for the the separated region and flow patterns are predicted quite
pressure p is derived by taking divergence of Eq(5): precisely. The results show the present numerical scheme is

Ap = -div(V . V)V + R (6) quite useful and reliable for incompressible viscous flow.
The mesh system(85 x 61) generated for a wing sec-

tion of NACA0012 is shown in Fig. 8. Quite fine mesh
where is prepared in the vicinity of the wing surface and quite

wide range of outer boundary are considered. The separated
R +-LAD = divV (7) flows around airfoil at various attack angle is calculated at

R, Reynolds number of 300. The representative results of in-

Fig. 8 Mesh system (NACA0012;IMAX=85, JMAX=61)
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stantaneous stream lines are compared with experimental 3.3 Separated Flows around an Oscillating Airfoil
results obtained by the present authors as shown in Fig. 9.
The results show excellent agreements with experiments at
various attack angle. As shown in the Figures separated In the previous section the numerical scheme used in
region become large as attack angle is increased. In the the present calculation is proved to be quite useful and reli-
present conditions separated shear layer forms a vortex and able, the unsteady flow fields around a oscillating airfoil in
convects in the freestream. Karman vortex shedding pattern pitch are calculated by moving a grid system relative to the
is observed behind an airfoil section. A separated shear layer freestream. The flow conditions are selected from the ex-
shed from the trailing edge forms another vortex and rolls up periments conducted by the present authors. The center of
behind a airfoil and convects downstream. The flow is quite rotation is located at 25 percent of the chord and an airfoil
periodic and those flow patterns repeat at every interval. section of NACA0012 is oscillated sinusoidally in pitch at

The separated flow patterns can be also visualized by reduced frequency of k = wc/2U = 0.2 and Reynolds num-
the electrolytic precipitation method. Fig. 10 shows com- ber of 7.0 x 10 4. c is a chord length and U is freestream
parison of calculated electrolytic precipitation picture and velocity.
that obtained by the experiments. In the calculation nu- The representative calculated results under the condi-
merous marker particles are introduced in the vicinity of tion of a = 120 +40 sinwt, k = 0.2 and Reynolds number=7.0
the airfoil surface at some time interval and their temporal x 104 is shown in Fig. 12. Instantaneous stream lines and
traces, which are induced by the velocity fields, are calcu- numerical smoke wire diagrams are shown in the Figures.
lated. Those traces form streak lines of the flow fields. A For the calculations of numerical smoke-wire picture nu-
Crank-Nicolson's implicit time integration is used in order merous fluid particles are introduced at equi-spacing points
to get accurate temporal resolution. The results show the along a perpendicular aids, which is set in front of an airfoil
numerical streak lines , i.e. numerical electrolytic precipi- for several time interval and their temporal traces, which are
tation pictures, is quite useful in order to understand the induced by the velocity fields, are calculated. Those traces
structure of the flow fields and compare the calculated re- form streak lines and a numerical smoke-wire picture is ob-
sults with experiments. tained. A Crank-Nicolson's implicit time integration is used

time = 84.82 a - 15.80 up time = 87.96 a = 15.80" down

time 81.68 a 14.35° up time -91.11 a = 14.35° down

time - 78.54 a - 12.00" up time =94.25 a 12.0W down

(a) Instantaneous stream lines
Fig. 11 Calculated flow patterns(NACA012, a - 120 + 4uinwt(k - 0.2), Re = 7.0 x 104)
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Fig. 12 The hysteresis curves of aerodynamic characteristics of CL and CM (NACA012, a -
120 + 40sinwt(k = 0.2), Re = 7.0 x 104)
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ABSTRACT

Many operational limitations of helicopters and other rotary-wing aircraft are due to nonlinear
aerodynamic phenomena, including unsteady, three-dimensional. transonic and separated flow new
the surfaces and highly vortical flow in the wakes of rotating blades. Modern computational fluid
dynamics (CFD) technology offers new tools to study and simulate these complex flows. However,
existing Euler and Navier-Stokes codes have to be modified significantly for rotorcraft appication,
and the enormous computational requirements presently limit their use in routine design
applications. Nevertheless, the Euler/Navier-Stokes technology is progressing in anticipation of
future supercomputers that will enable meaningf1l calculations to be made for complete rotorcraftconfigurtios.

L IfTRODUCT[ON advanced CFD techniques to fixed-wing aircraft suggest
that improved predictive tools are highly desirable for allThe flow fields of helicopters and other rotorcraft 'flight vehicles. Such methodology should .help to reduce

provide a rich variety of challenging problems in applied ig vicles. S u iremethoolg now de to ru
aerodynamics. Much of the flow near the rotating blades hther and engineens to newe anit
is nonlinear, three-dimensional, and oft unsteady, with should enable engineers to increase rotorcraft
periodic regions of transonic flow n t blade , performance, eficiency, and maneuverability while
with dynamic stall pockets inboard. The blades also shed reducing noise, vibrations, and decability.
complex vortical wakes, and detrimental aerodynamic In the following section, a very brief description is
interactions often arise between the major rotating and given of the methods that are currently being developed
nonrotating components. and used by the author and his coworkers. In subsequent

In recent years, CFD methods for isolated, Winear sections, some repmsentative examples of recent results
pieces of the overall problem have been developed to are given, alonf with descriptions of some of the major
complement the mixture of analytical and empirical issues that remain unresolved.
aerodynamic theories, wind tunnel dat, and design charts
traditionally used by helicopter engineers. References 1-4, IL NUMERCAL M oD
for example, describe some of these modern
developments, and the present author highlighted the Two different approaches are currently being
activities of some of his colleagues in Ref. 5, as they pursed to solve the compressible Euler or Reynolds-
existed in 1988. This paper represems a brief review and Averaged Thin-Layer Navier-Stokes equations for
update of those efforts described in Ref. 5, with some aerodynamic co*figurations that consis of rotatig lifting
additional discussion of the challenges that remain to our surfaces and nonrotating airframe components. The first
long-term goal of obtaining complete numerical approach employs several finite-difference, implicit
simulations of realisc rotorcra flow fields with as iew approxima•t-falcoriz&ion aligoritdms, with algebraic
physical approximations as possible. It must be turbulence modeling, to solve the governing equations in
emphasized that no attempt is made in this paper to strong conservation-law form [11] on either ingle- or
review the bulk of research undeway in this feld; only multiple-block, body-confo structured grids. The
the work of the author's immediate colleagues is sAngle-block code is calledTURNS (Transonic Unsteady
described herein. Thus, mnor activities ane neglected than Rotor Navier Stokes), which is descr'bed in Ref. 12 and
included, which bornrow heavily from Obayadsi's wok [13]. This

As can be gleaned from Refs. 1-5, many different numerical scheme uses upwind-biased flux-differnce
levels of sophistication'of CFD technology can be and splitting, an LU-SGS implicit operao, hler.orde
are being.gsinfully applied to practical rotoreraft MUSCL-type limiting, and, in Ith case ofunsteady
problems. The approach followed here, which is by no caculaion, Newton sb-itrios at each time step.
means unique (f. dRefs. 4, 6-10), is to develop, adapt, ad The current multi-block implicit code is called
apply advanced Euler/Reynolds-Averaged Navier-Stokes OVERFLOW, a new code being developed by Dr. Pieter
methodology to the special needs of future rotorcraft Duning at the Ames Research Cente, using elements of
While the near-term utility and practicality of this F3D [14] and AMD [15]. OVERFLOW currently ha a
approach may be open to debate, the history of two-factor, block tridiagonal option with upwind
supercomputer growth and the contributiots of diffaracing in the eam wise drmeto, as in P3D, and a

three-factor, so'pea1dagooWopton with central
differencing, as in-ARC3D. OVER0 LOW uses the

Presented at the F Sym m on Nuerical ad Phyalcul Chimera overst-grid slchme [16] to subdivide the
Aspecta of Aerodynmun , FloWs, Long Beach, CalifoW&. 13.16
January 1992.



computational domain into subdomains, some of which agreement with experiments, but the computed peak
may move relative to others. suction levels on the upper surface of the wing very near

Solution-adaptive grids are not currently used in the the tip were not as high as the measured ones, Fig. 3.

three-dimensional versions of either TURNS or More recently, Strawn [17] found similar discrepancies in

OVERFLOW, although this technology will be pursued mi his unstructured-grid calculations. In addition, Strawn

the future. TURNS has been used to compute the found the calculated peak velocities in the vortex itself to

aerodynamics and acoustics of isolated rotor blades, and be substantially less than recently reported by McAlister
OVERFLOW has been applied to fuselages and wing- and Takahashi [21], although Strawn's computed vortex

body combinations. The Chimera overset-grid method is dissipated very little as it convected downstream. In
currently being combined with TURNS to improve the unpublished work, Srinivasan has re-computed this
resolution of vortical structures in the wakes of rotor problem on finer grids with his structured-grid code, with

blades, and OVERFLOW with Chimera is beginning to be similar results. Thus the cause of the discrepancy remains

applied to rotor-body interactions, undetermined, but it appears that even finer grids and/or
better turbulence models may be required to resolve this

Body-conforming C-O or C-H structured grid issue. This, in turn, has important implications for the
topologies are normally used in TURNS and problem of computing rotor blade-vortex interaction
OVERFLOW, with from approximately 100,000 to accurately, as described below. The tip-vortex formation
1,000,000 grid points. Figure 1 shows a typical C-H grid problem is currently being studied computationally by Dr.
for aerodynamic calculations. The grid lines are nearly Jennifer Dacles-Mariani at the Ames Research Center, in
orthogonal at the surface, and the grid spacing normally conjunction with a new experimental program [22]
starts at about 0.00002 - 0.00005 chord in the normal designed to shed further light on the physics of this
direction. Figure 2 illustrates the distortion of the grid in phenomenon.
the H, or spanwise, direction that is typically used for Despite these limitations, the existing Navier-Stokes
acoustic .calculations. For these applications, it is technology can provide useful information about the
important to align the grid lines with linear characteristics performance of modem blade tips. For example, Duque
beyond the tip of the rotor, in order to capture the low- performan ofmdem bae tis. ExpeDqelevel radiating sound waves. [23,24] has studied the unusual British Experimental

Rotor Program (BERP) helicopter blade under
The second approach uses a solution-adaptive norrotating conditions, and he has computed the

unstructured-grid subdivision scheme developed by complex separation patterns that develop at high
Strawn [171, incorporating the explicit upwind finite- incidence. Figure 4 shows some of these results at low
volume flow solver of Barth [18]. The code contains an Mach number, in comparison with experimental oil-flow
efficient edge data structure for computational domains patterns. He also obtained excellent agreement with
comprised of arbitrary polyhedra, which are subdivided in measured pressure distributions everywhere except in the
regions of high flowfield gradients to improve the immediate vicinity of the tip.
solution. Barth's method uses a reconstruction scheme in
each control volume that is exact for linear variations, and Hover
the reconstructed polynomials are flux-limited in regions The axial symmetry and nominally steady-state
of flow discontinuities. The explicit time operator is a onditions in blade-fixed coordinates make hovering
four-stage Runge-Kutta method with local time stepping cfitiof is rlades anatestartingvpoint
for steady problems. The motivation for this adaptive-grid flight of isolated rotor blades an attactive starting point
approach is to convect vortical flow regions with minima. for developing rotorcraft codes. Forerunners of thenumerical dissipation, but it shows promise in convecting TURNS code were developed and applied to this problemlow-level acoustic waves, as well. Thus far, only the Euler by Srinivasan, et al [25] and Chen, et al [26]; these effortslow-lveluaous t h b e , asovell byThus metho, onwere summarized in Ref. 5. Reference 25 showed some ofequations have been solved by this method. the basic differences between rotating and nonrotating

The adaptive-grid calculations normally start on a blades, but the induced flow due to the vortical wake was
coarse structured grid. Error indicators, based, for approximated by a simplistic model. However, this
example, on density gradients near the edges of the blade restriction was subsequently relaxed by both
or on vorticity in the wake, determine which tetrahedra investigators [12,27], wherein the solution for the wake
volume elements are to be subdivided into eight smaller structure was included, or "captured," as part of the
tetrahedra and which ones are to be left alone. "Buffer" overall computation. Here, as in the fixed-wing tip-vortex
elements consisting of partially subdivided tetrahedra are problem described above, the vortical wake structure was
introduced around the fully-subdivided ones. The process smeared considerably by the coarseness of the grid and
can be repeated until the desired solution accuracy is the attendant numerical dissipation. Nevertheless, the
obtained. References 17-19 may be consulted for details. circulation and nearfield trajectory of the trailing tip

vortex of the blade appeared to be well enough
preserved that the induced inflow was computed

HI. BLADE AERODYNAMICS AND WAKES satisfactorily, thus producing reasonable airloads on the
blade. For example, the surface pressure distributions

"Tip Vortex Formation and Convection reported in Ref. 12 showed acceptable agreement with
The concentrated tip vortex of a rotor blade plays an experiments. These encouraging results led to recent

important role in the aerodynamics and acoustics of studies of more complex rotors, as reported in Ref. 28. For
rotary-wing aircraft; even more so than for fixed-wing example, Fig. 5 shows calculations for the Sikorsky UH-
aircraft, since the tip vortex may stay closer to and 60A main rotor, and Fig. 6 for a blade based on the
direly interact with the rotor or airframe. Calculation of Westland BERP rotor. The pressure distributions shownthe tip vortex formation and spanwise loading in Fig. 5 look very good, although the computed tipdistribution on a rectangular wing tip, performed by vortex structure is smeared and the uncertainty of theSrinivasan, et al [201, were found to be in good overall calculated induced and profile power of the rotor isgreater than today's stringent engineering requirements



for determining hover performance. Therefore, these attendant numerical dissipation. However, the circulation
results should probably only be considered "semi- and trajectory of the trailing tip vortex through the first
quantitative." Of course, the issue of the accuracy of drag revolution of the blade appeared to be well enough
calculations in three-dimensional applications is not preserved that the induced inflow, and hence the airloads,
unique to rotorcraft CFD, but it warrants further serious were computed satisfactorily. But this may turn out to be
attention for applications such as these. fortuitous. It is possible that as the grid in the wake is

The ongoing application of the TURNS code to refined and the fidelity of the tip vortex solution
hovering rotors uncovered difficulties with the outer unproves, the computed blade airloads will become mere
boundary conditions that were not evident at the sensitive to the details of the wake trajectory and
beginning of the study, and which are still not fully structure. This aspect of the hover wake problem clearly
resolved. Unlike a fixed wing, a hovering rotor induces warrants further investigation.
significant velocities at large distances from the rotor.
However, for economy, one would like to keep the Improved Vortex Wake Calculations
computational domain as small as possible. In Refs. 12, The issue of the fidelity of the wake solutions
25-27, for example, the outer boundaries were placed indicates the need for significant improvements in grid
relatively close to the rotor, and the characteristic far-field resolution and higher-order accuracy in the flow solver.
boundary conditions that were used effectively blocked As mentioned above, Dr. Roger Strawn and coworkers
flow across the outer surfaces of the computational are developing solution-adaptive, unstructured-grid
domain. Thus the problem simulated in those studies was subdivision techniques to add grid points selectively in
a rotor in a solid-wall enclosure, rather than in free air, and the wake s17,191. Again, the current model problem is a

the wake of the rotor tended to recirculate within the
"computational "box." hovering rotor blade. Intial calculations on a coarse,

structured grid are used to determine where to subdivide
This problem, and large time required for the initial the computational elements near the edges of the blade

transients to decay, were recognized by Kramer, Hertel, and in the wake. Preliminary results for an initial coarse
and Wagner [29], who used an approximate vortex- grid are shown in Fig. 10 for the same rotor shown earlier
element solution to define an initial solution that in Figs. 8 and 9. Results with adaptive-grid refinement in
produced flow through the far-field boundaries, the wake will be presented in Rdf. 19.
However, a simpler and more economical alternative was As the wake structure is essentially inviscid, Strawn
introduced in Ref. 28, using simple momentum theory as a and Barth [19] have only solved the Euler equations for
guide. Namely, the wake of the rotor was assumed to pass this problem up to now. The computational cost per time
out of the computational box through a circular hole thi prol poino te cmtatioal thperwti
whose area is half that of the rotor disk, with an outflow sthep per grid TURN S code.ter w ever, the wic hvelocity twice the momentum-theory average value the structured-grid TURNS code.. However, the efficiency
through the plane of the rotor. A characteristic-type gained by adding and deleting grid points only wherenumerical outflow boundary condition was applied they are needed, based on the errors in the local solution,acrossthisal extfplan bo ry pscnibiong t owmas s promises to provide an improved resolution of the wakeacross this exit plane by prescribing this outflow mass structure at a net savings in computer costs.
flux, and the other four computational variables were
extrapolated from within. The inflow through the rest of An alternative solution-adaptive scheme using
the outer boundary was approximated by a point sink at structured grids is being developed and applied to the
the axis of rotation, whose strength is proportional, again rotor wake problem by Earl P.N. Duque [30]. He is using
via momentum theory, to the thrust of the rotor. Here the the Chimera overlapped multiple-grid method (16] at the
pressure was extrapolated from within and the other four interface between various structured-grid blocks, each of
variables were specified. This combination of inflow and which is designed to capture a particular region or feature
outflow boundary conditions is sketched in Fig. 7. of the flow. Figure I 1 shows preliminary results for the

Figure 8 shows a comparison of -the pressure same two-bladed rotor in hover, using three coarse-grid
distributions on a hovering rotor comp ted with the old blocks. One grid block is fitted to each blade, to capture
and new outer boundary conditions, from Refs. 12 and the flow features near the blades, and these rotate with a
28, respectively. The trace of p articles released near the third global block, which has grid clustering designed to
tip, Fig. 9, is assumed to define approximately the convect the wake with minimum dissipation. Essentially,
trajectory of the tip vortex. paprt i ace te the embedded rotor grids act like internal boundary
with the new boundary conditions exits the lower conditions to the cylUidrical wake ;Ud, and the wake grid

utational boundafter about 3-1/2 revolutions of acts like a far-field boundary condition to the blade-fixed
opthebaden dh trajectory agrees well with grids. Additional calculations will be presented in Ref. 30.

measurements. With the old boundary conditions of no
inflow or outflow, the trace is approximately the same for
the first 1-1/2 blade revolutions, but then it develops an The interaction of a rotor blade with the trailing tip
irregular path that suggests a developing recirculation vortex of another is a common event for helicopters, and
within the computational domain. this interaction is an important source of noise and

epressure distributions in Fig. 8 do vibrations. The contributions of two-dimensional Navier-
Unfortunately, ith o tht dthetns bnF da Stokes computations to this problem were reviewed in

not give a clear indication that the new boundary Refs. 5 and 31. At that time, the near-field properties of
imp airfoil-vortex interaction appeared to be well understood

surprising, and also at variance with the usual results of and properly accounted for in numerical simulations.
vortex-element methods, that the airloads seem to be Since then, 13 [ has completed a detailed study of
relatively insensitive to the details of the far-wake the acoustic field generated by 2-D interactions of a
solutions. As noted earlier, the vortical wake structure of the stcrbed generate by 2i D i, ntecions ofat
the Navier-Stokes calculations was smeared coniderably Mh uer , vortex with an airfoil, concluding that the
by the coarseness of the grid away from the blade and the Machnumber, vortex strgth, and miss distance ar the



most important parameters affecting the radiated noise. Baeder (36-38] has combined high-order-accurate
His results indicate that the noise is relatively versions of the Euler TURNS code with the special grid-
independent of the airfoil geometry, thus contrasting with cluster techniques illustrated in Fig. 2 to produce new,
the hopes of many in the helicopter community, who high-precision, unified aerodynamic and acoustic resultscontinue to search for a low-BVI-noise blade section. hg-rcsouiidardnmcadaosi eut
Definitive experiments to settle this issue are planned fo; for HSI cases, out to several rotor radii. Some of his hover
thefine utue attheAmes Researehis Cssuentrer plresults are shown in Figs. 13 and 14. These results are thethe near future at the Ames Research Center. most successful to date for both waveform and peak

Three-dimensional interactions of a prescribed vortex pressure levels over a range of tip Mach numbers. They
with a rotor blade were computed by Srinivasan and are now available as computational data bases, with
McCroskey [33] using an early version of the TURNS greater detail and precision than available experimental
code. Representative results are shown in Fig. 12. The results, for use by acousticians developing simpler, more
test case here is a two-bladed rotor downstream of the tip approximate theories and models.
of a wing in a wind tunnel [34]. The rotor is nominally Forward flight is more challenging, as the solutions
nonlifting, except for the interaction with the must be time accurate, and the characteristics along which
concentrated vortex generated by the wing tip upstream. the outgoing waves propagate are no longer fixed with
In this configuration, the approaching vortex is well outo waves prte aen er fixedawithdefined experimentally, and thi stutr ispeie in respect to the blade. Nevertheless, Baeder [37] has used
thfied co putaioens;lly, th themodein otrucoutein ofehed i the TURNS code and grid clustering along selected linear
the computations; thus the modeling or computing of the characteristics to begin to investigate rotors in forward
conventional helicopter rotor wake is not an issue her flight at tip-Mach-number conditions below and above

For the conditions of Fig. 12, the flow field near the that required for delocalization. The overall picture of the
blade tip develops a shock wave on the advancing blade wave propagation for a nonlifting, untwisted rotor blade
before the blade-vortex encounter in the second agrees well with what can be qualitatively inferred from
quadrant of the rotor, and the decay of this shock is wind tunnel measurements. Detailed comparisons have
intertwined with the interaction shown in the figure. The been made with experiments at specific microphone
calculations agree fairly well with the measurements. This locations away from the rotor, as shown in Fig. 15, with
oblique BVI is qualitatively similar to 2-D or "parallel" good results for the case without delocalization.
interactions in many ways, but important quantitative The quantitative agreement is less satisfactory at
differences exist. Namely, the interaction is spread out advancing-tip Mach numbers above delocalization, as
over a larger azimuthal travel of the blade, and the shown in Fig. 16, where the acoustic waves seem to be
fluctuating loads at a given radial station appear to be more sesitive to the basic parameters of the rotor. It
weaker. should be noted that the measurements shown in the

Although further refinements in these Navier-Stokes fig;re were obtained for lifting rotors with twisted blades.
computations are desirable, the main unresolved issue in Also, there is some disagreement between measurements
computing 3-D BVI is now the accurate simulation of the in a wind tunnel and those obtained in flight tests; these
vortical structures approaching the blade. That is, differences are discussed in Ref. 39. In any case, Baeder's
improvements in the vortex wake calculations, as calculations represent a significant advance, and they
discussed in the previous section, have become the demonstrate the feasibility of using a unified CFD
pacing item in this important aspect of rotor approach to examine nonlinear acoustics of rotors.
aerodynamics. However, they also suggest that further validation should

be done for additional cases, that the actual blade
conditions should be modeled more exactly, and that

IV. ROTOR ACOUSTICS USING CFD improvements in time-varying grids, including solution-

Impulsive-like pressure fluctuations that radiate from adaptive techniques, will probably be required to obtain
rotor blades represent an annoying source of noise tha the quality of the hover results in Figs. 13-14.
difficult to calculate. One major source of impulsive noise
is the blade-vortex interaction (BVI) phenomena V. TOWARD ROTOR-BODY INTERACTIONS
described above; its accurate prediction depends on both
the correct description of the vortical wake approaching The aerodynamic interaction between rotating and
a blade element and on the local details of the interaction nonrotating components of rotary-wing aircraft is widely
itself. Another source is called High-Speed Impulsive recognized as an important feature that produces
(HSI) noise, which is caused primarily by compressibility considerable additional complications for CFD analyses.
effects. It can be accentuated by the phenomenon on Unfortunately, measurable progress on this important
transonic rotor tips known as delocalization, wherein the topic has been slow, consisting mostly of conceptualizing
supersonic pocket on the rotor blade extends to the far and developing viable grid-interface strategies.
field beyond the blade tip. However, as an intermediate step, Dr. Sharon

The influence of rotor lift and wakes on HSI noise is Stanaway has developed an efficient method for
considered secondary [35], and Srinivasan and Baeder embedding an actuator-disk representation of a rotor in a
[36] have indicated that viscous effects are also computational domain surrounding an arbitrary body.
secondary. Therefore, this source of noise can be The method uses the Fortified Navier Stokes technique of
investigated for nonlifting transonic configurations using Van Dalsem and Steger [40] to introduce a prescribed
an Euler formulation. On the other hand, the level of the pressure jump, which may vary with time and space,
radiated pressure fluctuations drops off inversely with the across an internal boundary (the actuator disk). This is
distance from the effective source, so that the real noise similar to the work of Rajagopalan [101, in which a
gets quickly lost in the "computational noise" away from momentum source term is added to the governing
the body unless special precautions are taken in the equations, causing a pressure jump at internal boundary
numerics. points. The technique is intended to allow simplified



studies of the effect of the wake of a rotor on a nearby 1988, airfoil codes have improved significantly and are
fuselage or wing, for example. The actuator disk will being used more. Also, the transonic aerodynamics of
eventually be replaced by a finite-difference simulation of advancing-blade tips is being computed by a variety of
the rotor, as indicated in Fig. 17. A number of fuselage methods with adequate precision for engineering
calculations have been performed in support of the rotor- applications, and these capabilities are beginning to be
body experiment of Norman and Yamauchi [41], but these used in industry. Furthermore, accurate simulation of
have not been completed. high-speed impulsive noise within a few radii from the tip

Another unpublished early application of this of the blade now appears to be possible in those cases

technology by Dr. Stanaway is illustrated in Fig. 18. This where wake effects are negligible. A logical next step is
ducted-rotor model problem is an approximation of the to try to extend this capability to the more difficult
novel Sikorsky Cypher unmanned aerial vehicle [42], problem of blade-vortex interaction noise.
which resembles a flying doughnut with two There has also been significant progress in CFD
counterrotating rotors. The figure shows Mach contours algorithms, grid techniques, and supercomputer
on planes taken through the center of a toroidal body of technology during the past four years. However, much
circular cross section, with and without a thrusting rotor remains to be done in each of these areas to bring CFD to
system spanning the inside of the toroid. The direction of the state where it can be used as successfully for
the oncoming flow is indicated in the figure; the flow rotorcraft as for fixed wing aircraft. An accurate finite-
fields are axisymmetric in this example of vertical climb, difference simulation of the complete flow field about a
The solution without the actuator disk, in the left half of helicopter is still not feasible. Wakes and blade-vortex
the figure, exhibits the expected behavior of a pair of interactions are not well predicted, and retreating-blade
circular cylinders in a two-dimensional crossflow. The stall remains virtually untouched by the CFD community.
effect of the thrusting rotor is to accelerate the flow The principal limitations remain the computer hardware
through the middle of the toroid, to move the stagnation costs, speeds, and memory capacities; algorithms and
point inward, and to alter the pressure distribution and solution methods; grid generation; turbulence models;
separation point location significantly. and accurate vortex-wake simulations. In general, today's

In a third preliminary and unpublished study, Dr. rotorcraft CFD codes are not robust, they have not been
Venkat Raghavan is adapting the OVERFLOW code to exercised enough nor validated adequately, and they
the V-22 Osprey tiltrotor aircraft, with initial emphasis on remain awkward to use. All of these factors undoubtedly
the high-speed cruise configuration, or turboprop mode, discourage the user community from working with what
of this vehicle. Figure 19 illustrates the surface and is available. Nevertheless, the technical challenges are
volume grids being developed for this problem, using exciting and the potential payoff of future CFD
OVERFLOW with Chimera. Progress to date includes full. developments remains well worth pursuing.
potential and Navier-Stokes solutions for the wing-
fuselage combination. The viscous results (not shown) V ACKNOWLEDGEMEN
demonstrate separated flow on the rear portion of the
lower fuselage, whereas the inviscid results do not, of This paper draws heavily from the research activities
course. The addition of the aforementioned actuator-disk of my coworkers, J.D. Baeder, E.P.N. Duque, V.
representation of the rotor is the next logical step in this Raghavan, G.R. Srinivasan., S. Stanaway, and R.C.
progression toward a simulation of the complete aircraft. Strawn. Their ideas and contributions are gratefully
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Fig. 1 Representative C-H grid topology for a rotor blade, showing the grid In the plane of the blade.

Fig. 2 Representative griC In the plane of the rotor blade for computing acoustic waves.
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Fig. 10 Initial grid and density contours for an unstructured-grid calculation of a hovering rotor

Mg. 11 Grid and vortex trajectory for a three-zone calculation of a rotor In hover
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Fig. 17 Combination of components for studying rotor-body interactions
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DYNAMIC AIRFOIL STALL INVESTIGATIONS

M. F.platzer*, M.S. Chandrasekhara*, J.A.Ekaterinaris*, L.W.Carr#

about this facility and the experimental
1. INTRODUCTION techniques used in these experiments can be

found in references [3-9]. All the
Experimen.al and computational measurements described in this section were

investigations of the dynamic stall obtained on a IIACA 0012 airfoil of 7.62 cm
phenomenon continue to attract the attention (3 inch) chord subjected to sinusoidal pitch
of various research groups in the major oscillations about the quarter-chord point
aeronautical research laboratories. There or to a ramp-change in angle of attack. The
are two reasons for this continued research maximum frequency achieved was 100 Hz, the
interest. First, the occurrence of dynamic maximum pitch rate 3600 degrees per second.
stall on the retreating blade of helicopters The Reynolds number ranged between 200,000
imposes a severe performance limitation and to 900,000. Further details can be found in
thus suggests to search for ways to delay the cited references.
the onset of dynamic stall. Second, the lift
enhancement prior to dynamic stall presents
an opportunity to achieve enhanced 2.1 Effect of Mach Number and Pitch Rate on
maneuverability of fighter aircraft. A Dynamic Stall
description of the major parameters
affecting dynamic stall and lift and an A series of experiments was performed
evaluation of research efforts prior to 1988 to determine the effect of Mach number and
has been given by Carr (1]. pitch rate on the dynamic stall initiation

and evolution. To this end stroboscopic
Unfortunately, the basic fluid physics schlieren pictnres were taken over a Mach

underlying the dynamic stall phenomenon is number range from 0.2 to 0.45, a non-
still far from being fully understood. This dimensional pitch rate range from 0.02 to
is due to the difficulty of making 0.05 for airfoils undergoing a ramp change
sufficiently detailed measurements on fast in angle of attack, and a reduced frequency
moving airfoils so that the processes range of 0.025 to 0.1 for airfoils in
leading to unsteady flow separation, vortex sinusoidal pitch motion. The non-dimensional
formation/propagation, and unsteady flow pitch rate is defined as the pitch rate
reattachment can be identified. These (radians/sec) x chord / free-stream speed.
processes are further complicated by the The reduced frequency is defined as
possibility of shock formation and unsteady frequency of oscillation (Hz) x pi x chord
shock/boundary layer interaction as the / free-stream speed.
free-stream Mach number is increased. The
development of reliable computational
prediction methods, in turn, is dependent on Figure 1 shows the observed vortex
the availability of sufficiently detailed release angles for ramp and sinusoidal
flow information about the dynamic stall motions as a function of Mach number and
processes. pitch rate or reduced frequency. The

following trends are clearly discernible:

In this paper the authors' recent a) an increase in reduced frequency delays
progress in the development of experimental the onset of dynamic stall to higher angles

and computational methods to analyze the of attack
dynamic stall phenomena occurring on NACA b) at free-stream Mach numbers greater than
0012 airfoils is reviewed. First, the major 0.3 compressibility effects are significant,
experimental and computational approaches producing drastically reduced stall onset
and results are summarized. This is followed angles of attack.
by an assessment of our results and an
outlook toward the future.

2.2 Visualization of Leading-Edge Details

Using the stroboscopic schlieren
2. EXPERIMENTAL PROGRESS technique (3] locally supersonic flow near

the leading edge could be successfully

In this section we summarize the identified in a number of cases. For
experimental results obtained in the example, Figure 2 shows the leading edge
Compressible Dynamic Stall Facility of the flow details for a free-stream Mach number
NASA Ames Fluid Mechanics Laboratory since of 0.45 as the airfoil is pitching upwards
our last review [2]. Additional details at a non-dimensional pitch rate of 0.0313

through an angle of attack of 12.6 degrees.
Several discontinuities are clearly visible

Navy-NASA Jcint Institute of Aeronautics within the first 5 - 8% chord distance. At

Naval Postgraduate School, Monterey, CA this Mach number locally supersonic flow is
reached (verified by interferometry).

U.S. Army Aeroflightdynamics Directorate Therefore these discontinuities most likely

and Fluid Dinamics Research Branch are caused by the formation of weak multiple

NASA Ames R&aearch Center shocks due to the recompreeion and the

Moffett Field, California interaction with the boundary layer.



Eventually, these weak interactions are the fringe pattern differences near the
followed by a stronger shock which leading edge of the NACA 0012 airfoil in a
recompresses the flow to subsonic values. M-0.33 flow at . steady 10 degrees angle of
Similar stroboscopic schlieren pictures were attack versus the case of oscillation at
obtained over a range of angles of attack k-0.1 when the airfoil passes through the
from 12.2 to 12.9 degrees for the same free- same angle of attack. It can be seen that a
stream Mach number and pitch rate. separation bubble starts to develop in the

steady case while no such development occurs
Another interesting observation is the as yet in the oscillating case. Figure 6

formation of multiple vortices under certain shows a plot of the suction peaks determined
circumstances rather than the roll-up into from the fringe maps [7] for several Mach
a single dynamic stall vortex. Figure 3 numbers and reduced frequencies. It is seen
presents an enlarged schlieren picture for that a maximum suction pressure coefficient
a free-stream Mach number of 0.25, as the of -4.96 is reached at M-0.3 (corresponding
airfoil pitches at a pitch rate of 0.025 to-a Reynolds number of 540,000) for three
through an angle of attack of 16.5 degrees. different values of reduced frequency
Two clockwise vortical structures can be k-0.05, 0.075 and 0.10, thus suggesting that
identified. Multiple vortices were observed stall develops once the suction pressure
only at low pitch rates and low Mach reaches a maximum value, independent of
numbers, whereas at higher Mach numbers a reduced frequency. This value is reached at
single dynamic stall vortex was seen to progressively higher angles of attack with
form. increasing frequency. Figure 7 shows the

leading edge pressure distributions inferred
from the fringe patterns as a function of

2.3 Quantitative Measurements of Dynamic reduced frequency. Again, it can be seen
Stall Onset that the development of leading edge

pressure gradients is delayed due to the
A more quantitative determination of airfoil oscillation. This supports the

the leading edge flow details and therefore suggestion that stall delay is brought about
of the dynamic stall onset mechanism is made by the lag in pressure build-up due to
possible by means of point diffraction inviscid unsteady flow effects. It remains
interferometry [6]. Typical interferograms to be seen whether this is the dominant
obtained with this technique are shown in effect. This point will be addressed further
Figures 4 for the NACA 0012 airfoil in section 3.2. Furthermore, it is
oscillating at a reduced frequency of 0.05 noteworthy to observe from Figure 6 that the
in a M-0.33 flow. In these interferograms maximum suction pressure coefficient
the fringes (tke alternating dark and light decreases as the Mach number is increased.
lines in the photoraphs) denote lines of
constant Mach number (7]. In Figure 4a, the
flow over the airfoil at an angle below Additional flow field information about
stall is presented for an angle of 10 the dynamic stall onset mechanism was
degrees. Note the fringes which leave the obtained by means of laser-doppler
leading edge turn parallel to the surface, velocimetry [8]. Figure 8 shows theand then abruptly turn toward the surface of distribution of the axial and normal
the airfoil once more. As explained in (6], components of the velocity vectors in the
this pattern is indicative of a laminar separation bubble which has formed on the
separation bubble. In contrast, Figure 4b NACA 0012 airfoil aw it oscillates in a
shows the onset of dynamic stall as the M-0.3 flow at a reduced frequency of k-0.05
airfoil oscillates through an angle of with an amplitude of 10 degrees about a mean
attack of 13.6 degrees. The fringes no wangle of 10 degrees. The measuring station
longer rapidly curve back to the surface is at x/c-0.083, that is very close to the
near the leading edge. Instead, they are leading edge. The measured velocity profiles
displaced aft until, further downstream, are plotted as a function of phase angle,
they again turn normal to the surface, such that a phase angle of 90 degrees
denoting the development of a dynamic stall corresponds to zero angle of attack, 180
vortex. Furthermore, the fringe patterns degrees to 10 degrees angle of attack during
indicate that the dynamic stall develops the upstroke and so on. It is seen that at
from a region of strong gradients which a phase angle of 160 degrees, corresponding
encloses a low energy region, in contrast to to 6 degrees incidence on the upstroke,
the symmetric density field one would expect there is a rapid drop in the u-velocity
from a classical vortex, component close to the airfoil surface at

y/c-0.067 from values significantly greater
Further quantification of the flow than the free-stream speed to values

field around the leading edge is made somewhat below the free-stream speed. Hence
possible by ,digital processing of the no flow reversal is observed yet at this
interferoqraus [7]. Using a specially measuring station although reverse flow can
designed, screen-oriented digitizing program be expected very close to the wall.
fringe contour maps, as shown in Figure 5, Unfortunately, no measurements could be
could be obtained. As noted above each taken closer to the wall due to the laser
fringe is a line of constant density, and beam configuration used. The v-component of
thus also of constant Mach number. the velocity vector remains constant until
Therefore, the fringe maps can be used to a phase angle of 186 degrees is reached
quantify the effect of unsteadiness on the corresponding to an angle of attack slightly
local pressure distributions. Figure 5 shows less than 11 degrees. At a phase angle of



about 200 degrees, (13.4 degrees incidence), suction increases with decreasing angle of
an abrupt increase in the v-component attack, down to about 8 degrees incidence.
develops near tne leading edge which appears Near the steady stall angle the suction
to be caused by the break-up of the reaches a plateau which is indicative of the
separation bubble. Very closely spaced bubble formation. This evolution of the
additional measurements [8] showed that the pressure distributions during the downstroke
bubble extends from 0.017 < x/c < 0.167 is shown more clearly in Figure 11. The
along the surface and reaches out to about measured velocity profiles near the leading-
15% chord. edge at station x/cw0.083 at 10 degrees and

5.46 degrees during the up and downstroke
Further LDV mapping of the flow field are shown in Figure 12. The large hysteresis

at additional measuring stations revealed effect can clearly be seen at 10 degrees
that during the initial part of the upstroke while at 5.46 degrees the flow is fully
the flow experiences rapid accelerations attached and hence nc hysteresis is present
over a large region of the airfoil reaching any longer.
instantaneous values 80% higher than the
free-stream value. The corresponding PDI
images confirmed the presence of these large 3. COMPUTATIONAL PROGRESS
velocities outside of the separation bubble,
extending over a significant distance normal In this section we summarize the
to the wall as well as downstream from the computational results obtained since our
leading-edge. As the airfoil angle of attack last review. Additional details can be found
starts to exceed the static stall angle a in references 10 and 11.
wake-like profile develops near the wall as
a result of bubble breakdown. 3.1 Numerical 3olution of the Navier-Stokes

Equations

The thin-layer approximation of the2.4 Quantitative Measurements of the Navier-Stokes equations in conservation law
Reattachment Mechanism form, written for an inertial reference

frame, was used. All quantities were
The previously described three discretized at every node using finite

experimental techniques, schlieren differences. The physical space points were
visualization, point diffraction mapped to the computational domain points by
interferometry, and laser-doppler means of a generalized coordinate
velocimetry, were also used to identify the transformation. For the time integration the
detailed flow reattachment process during implicit trapezoidal rule was used. After
the downstroke [9]. The flow condition was linearization and space discretization the
again M-0.3, corresponding to a Reynolds space integration was performed with the
number of 540,000. The airfoil again Beam-Warming, factorized, iterative
oscillated about a mean angle of 10 degrees algorithm. A Jameson-type blended second and
with an amplitude of 10 degrees. fourth-order dissipation term based on the

computed pressure field was incorporated to
First, schlieren visualization suppress high-frequency numerical

identified the steady stall angle to be oscillations and to enable capturing of
12.33 degrees, with no measurable hysteresis shocks. For subsonic shock-free solutions
effect. In contrast, schlieren visualization only the fourth-order dissipation was used.
of the flow over the oscillating airfoil In addition, an implicit fourth-order
revealed that flow reattachment after smoothing was used on the left side of the
dynamic stall is a continuous process which equations for numerical stability. Both the
extends over a significant range of angles implicit and explicit dissipation were
of attack (from about 14 degrees down to scaled by the spectral radius and with the
about 6 degrees in this particular case). At time step. The latter scaling makes the
13.82 degrees on the downstroke, the flow steady-state solution independent of time
begins to reattach around the leading-edge step. Since the added dissipation terms
while the remainder of the upper surface modify the original partial differential
flow is still separated. At 10 degrees, equation the dissipation coefficients wre
reattachment has progressed to about 10% kept as small as possible for unsteady
chord from the leading-edge. A further computation. Elimination of the error
decrease in angle of attack leads to a introduced by the linearization and
further downs-cream progression of the approximate factorization may be
reattachment while a separation bubble accomplished by performing Newton

s subiterations to convergence within eachstarts to form near the loading-odg*. A time stop.
further decrease in angle of attack tends to
shrink the separation bubble which finally
vanishes at about 6 degrees. This sequence The boundary conditions were specified
of events is shown schematically in Figure as follows. At the outer boundaries zero-
9. Additional point diffraction and LDV order Riemann invariant extrapolation was
measurements lend further support to this used. On the airfoil surface the non-slip
scenario of evolution of the reattachment condition was applied for the velocities, and
process. Figure 10 shows the maximum suction the density and pressure were obtained from
pressure history during the downstroke. As the interior by simple extrapolation. For
reattachment progresses, the leadinq-edge



the C-type grids used in this investigation This corresponds to the case of light stall
averaging of the flow variables across the because the static stall angle of
wake-cut was incorporated, approximately 13.5 degrees is slightly

exceeded during part of the oscillation. As
Fully turbulent flow calculations only shown experimentally by Carta and Lorber

were performed by implementing three [12), the light stall regime is prone to
different turbulence models into the above- lead to stall flutter . Hence, there is
described numerical code. These were the considerable interest to develop
Baldwin-Lomax and the RNG algebraic eddy computational procedures to predict this
viscosity models and the onc-equation phenomenon. It is seen from Figures 15 and
Johnson-King model. For a more detailed 16 that there is a substantial thickening of
description of these models we refer to [11] the boundary layer during the downstroke and
and to the original references contained that the computed flow field (in termw of
therein, instantaneous particle traces) is quite

different during the up and downstroke at
14.7 degrees. As soon as the static stall

3.2 Computation of Dynamic Stall Onset angle is exceeded a reversed flow region
forms near the trailing-edge during the

A series of calculations was performed upstroke. It continues to grow to its
with the above described Navier-Stokes code maxiirn-1' value at an angle of attack of 15.3
in combination with the Baldwin-Lomax degrees during the downstroke and then
turbulence model to investigate the diminishes again until the flow is fully
evolution of dynamic stall ir response to a reattached at around 12 degrees. The flow
ramp-change in angle of attack of a NACA field differences during the up and
0012 airfoil. The Reynolds number was chosen downstroke produce the well known lift and
to be sufficiently high so that fully moment hysteresis effects. In Figure 17 the
turbulent flow could be assumed. Figure 13 computed moment hysteresis loops are
shows the computed flow field as the airfoil compared with the measured moment loops
pitches through an angle of attack of 17 (11]. In this case the oscillation amplitude
degrees in a M-0.4 and Re-4,000,000 flow. It was 5.5 degrees about a mean angle of 10
can be seen that the flow separates near the degrees at a Mach number of 0.3, a Reynolds
leading-edge but reattaches again further number of 4 million, and a reduced frequency
downstream thus forming a recirculatory flow of 0.1. The experimental curves resemble a
region. Another recirculatory flow region figure eight. Instability occurs as soon as
then forms near the trailing-edge. A further the area enclosed by the clockwise part of
increase in angle of attack produces a rapid the loop exceeds the counterclockwise area.
growth and a merging of the two The computed loops are purely
recirculatory flow regions and the formation counterclockwise loops and hence fail to
of the dynamic stall vortex. A more detailed predict the onset of stall flutter. This
study of the effect of pitch rate and of failure can be traced to the Navier-Stokes
Mach number on the onset of flow reversal code's inability to predict the measured
near the leading edge of the NACA 0012 collapse of the suction peak shown in Figure
airfoil and of two modified MACA 0012 18. The computed pressure distr lbutions only
airfoils (10] showed that the onset of flow indicate the formation of a recirculatory
reversal follows the same trends as observed flow region near the trailing-edge.
in the experiments. An increase in Mach Additional calculations using the Johnson-
number shifts the flow reversal to lower King and the RNG turbulence model rather
angles of attack, whereas an increase in than the Baldwin-Lomax model produced
pitch rate delays the flow reversal to significantly different recirculatory flow
higher angles Qf attack. More specifically, regions and hence hysteresis loops, but none
as shown in Figure 14, the onset of flow were able to predict the experimental
reversal appears to occur in response to distributions [11].
substantially the same critical pressure
gradient distribution. The delay to higher
pitch rate therefore appears to be due 4. DISCUSSION
primarily to the lag in inviscid pressure
build-up. For the analysis )f the above

experimental and computational results it
appears to be useful to consider the

3.3 Computation of the Reattachment characteristic response times which are
Mechanism during Light Stall likely to affect the flow phenomena.

Introducing the aerodynamic time as the
Further details of the flow behavior proper reference unit, i.e., the time it

were also computed for small amplitude takes a free-stream particle to travel one
sinusoidal pitch oscillations near static chord length, the aerodynamic times used in
stall (11]. Figures 15 and 16 show a flow the above described experiments varied from
field comparison as the airfoil oscillates 0.00115 sec at M-0.2 to 0.0005 sec at M-0.45
through 14.7 degrees during the up and (for the MACA 0012 airfoil of 7.62 cm
downstroke for a pitch oscillation about the chord). The ramp rise times to the maximum
quarter chord point in a free-stream flow of lift (at about 17 degrees incidence) used in
14-0.3 at a Reynolds number of 2 million. The these experiments varied from about 0.0125
airfoil oscillates with an amplitude of 2.5 sac at M-0.2 to 0.005 sec at N-0.45,
degrees about 3 mean angle of 13 degrees. corresponding to about 10 aerodynamic time



units-. Wagner's lift response to a step inviscid airfoil computations to airfoils
change in angle of attack indicates that it undergoing ramp-type and sinusoidal
takes about 50 aerodynamic times to reach oscillations. Results obtained for a
the steady-state lift value. Since the ramp Sikorsky airfoil appear sufficiently
rise time to mavimum lift is significantly encouraging to further develop this method
shorter than the time to reach steady-state and to apply it to the NACA 0012
lift significant inviscid unsteady measurements described in section 2.
aerodynamic effects (delays) can be expected
to occur. On the other hand, the step
response of the boundary layer typically is SUMMARY and OUTLOOK
of the order of the aerodynamic time, as
discussed for example by Hancock and Mabey Experimental and computational
[13]. Therefore it can be expected that the investigations of the dynamic airfoil stall
observed and computed stall onset delays are phenomena occurring on NACA 0012 airfoils
caused primarily by the lag in the inviscid subjected to harmonic time oscillations or
pressure build-up. Since the boundary layer to ramp-type changes in angle of attack have
responds almost instantaneously to the been described. Using optical interference-
imposed pressure the flow reversal and stall free flow visualization and flow-measuring
onset will occur as soon as a certain techniques, such as stroboscopic schlieren,
critical pressure level or pressure gradient point-diffraction interferometry, and laser-
distribution has been reached (see sections doppler velocimtry, flow information could
2.3 and 3.2). be acquired which revealed hitherto unknown

features about the flow reversal/separation
onset processes, the influence of

Although the Navier-Stokem computations compressibility, and the mechanism of flow
appear to be capable of predicting the stall reattachment. The application of state-of-onset delay due to increasing pitch rate the-art Navier-Stokes computations showed

several serious deficiencies are apparent. their ability to correctly predict certain
One concerns the need for a t'reatly rproved global trends, such as the dependence of
resolution and computation of the boundary lift and pitching moment on pitch rate, Mach
layer region. A second deficiency concerns number, and leading-edge geometry during the
the inability to include the boundary layer upstroke, but that they are deficient to
transition phenomenon. Although model the detailed dynamic stall onset and
recirculation regions can be obtained with the dynamic flow reattachment features.
a fully turbulent Navier-Stokes code (as
shown in Figure 11) the realism of such It is felt that the experimental
computations is questionable. The importance techniques are sufficiently well in hand to
of proper transition modelling has been proceed from the study of the basic dynamic
shown in viscous-inviscid interaction stall flow physics to the investigation of
calculations [14,15], especially for airfoil promising dyna-Aic stall delay and control
flows at Reynolds numbers less than one concepts because the successful
million. Therefore transition modelling will implementation of such concepts will
have to be incorporated into the present critically depend on the detailed
Navier-Stokes code if the separation bubbles visualization and measurement of the flow
described in section 2.2 for Reynolds sensitivity to small changes in airfoil
numbers ranginq from 200,000 to 900,000 are geometry, especially near the leading-edge.
to be modelled successfully. A further Efforts along these lines are planned for
uncertainty concerns the effect of flow the near future.
unsteadiness on the transition process.
Since no expe,'imental data are available
such modelling will have to based on steady-
state information only. Finally, the Acknowledgements
inability of the ,•mmonly used turbulence
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SIMULTANEOUS NAPPING OF THE UNSTEADY FLOW FIELDS BY

PARTICLE DISPLACEMENT VELOCIMETRY (POV)

by

Thomas T. Huang, David J. Fry, Han-Lieh Liu
David Taylor Research Center

Bethesda. NO

and

Joseph Katz and Thomas C. Fu
The Johns Hopkins University

Abstract

The current Experimental and computational
techniques must be improved in order to advance
the prediction capability of the longitudinal vor-
tical flows shed by underwater vehicles. The gen-
eration, development, and breakdown (bursting)
mechanisms of the shed vortices at high Reynolds
numbers have not been fully understood. The abil-
ity to measure hull separated vortices associated
with vehicle maneuvering does not exist at present.
The existing point-by-point measurement techniques
can only capture approximately the large *mean'
eddies but fail to meet the dynamics of small vor-
tices during the initial stage of generation. A
new technique, which offers a previously unavail-
able capability to measure the unsteady cross-flow
distribution in the plane of the laser light sheet,
is called Particle Displacement Velocimetry (P1V).

POV consists of illuminating a thin section
of the flowfield with a pulsed laser. The water
is seeded with microscopic, neutrally buoyant par-
ticles containing imbedded fluorescing dye which
responds with intense spontaneous fluorescence
within the Illuminated section. The seeded par-
ticles in the vortical flow structure shed by the
underwater vehicle are illuminated by the pulse
laser and the corresponding particlt traces are
recorded in a single photographic frame, each par-
ticle leaves multiple traces on the same film. Two
distinct approaches have been utilized for deter-
mining the velocity distribution from the particle
traces. The first method is based on matching the
traces of the same particle and measuring the dis-
tance between them. The direction the flow can be
identified by keeping one of the pulses longer than
the other. The second method is based on selecting
a small window within the image and finding the
man shift of all the particles within that region.
The computation of the auto-correlation of the
intensity distribution within the selected sample
window Is used to determine the mean displacement
of particles. The direction of the flow is identi-
fied by varying the intensity of the laser light
between pulses. Considerable computation resource
is required to compute the auto-correction of the
intensity distribution. Parallel processing will
be employed to speed up the data reduction. A few
examples of measured unsteady vortical flow struc-
tures shed by the underwater vehicles will be
presented.



CALCULATION OF FULLY THREE-DIMENSIONAL SEPARATED FLOWS

WITH AN UNSTEADY VISCOUS-INVISCID INTERACTION METHOD

By

J. C. Le Balleur, P. Girodroux-Lavigne

The three previous papers given at
the conference have shown that the viscous
inviscid numerical methods were capable to
calculate separated turbulent flows. The
"Semi-inverse method" and models of the
first author was giving access to computa-
tion of massive separations, stalled
flows, and shock waves - boundary layer
interactions, in two-dimensional or quasi-
three-dimensional conditions, from low
speeds to supersonic speeds. The "Semi-
implicit" method of the authors for time-
consistent coupling was given access to
the time-accurate transonic separated flow
and buffer computations, in two-dimen-
sions.

The present paper shows that the
viscous-inviscid interaction approach is
also capable to compute the fully three-
dimensional flow separation phenomena.
The method is based again on a. thin-layer
approximation of the theory of "Defect-
Formulation" that provides the viscous-
inviscid splitting of the Navier-Stokes
equations. A parametric analytical model-
ling of the 3D-turbulent velocity profiles
(including separation) is involved.

Numerically, the 3D-velocity profiles
are discretized in normal z-direction, and
driven by parametric integral 3D-equa-
tions, in direct or inverse modes march-
ing in x-direction. The viscous-inviscid
coupling is fully 3D, and solved time-
consistently with an extension of the
"Semi-implicit" method previously suggest-
ed in two-dimensions. A 3D inviscid
subroutine with TSP approximation is used.

Results are obtained on one hand for
transonic steady flows over wings, with
shock-induced transonic separation. On
the other hand , the method provides
results for highly three-dimensional flow
separations, such as induced by a three-
dimensional through at the wall of a flat
plate. The 3D viscous-inviscid coupling,
and the 3D model of the velocity field,
provide three-dimensional instantaneous
skin-friction lines whose patterns exhibit
the same complex topology as Navier-Stokes
solvers, with foci, nodes and saddle-
points.



TWO- AND THREE-DIMENSIONAL FLOWS, 1
SESSION 9



PREDICTION OF AIRFOIL STALL USING NAVIER-STOKES
EQUATIONS IN STREAMLINE COORDINATES

D.H. Choi, C.H. Sohn*, and C.S. Oh

Korea Advanced Institute of Science & Technology
Seoul , Korea

Abstract used a SIMPLE-type method with a k-e model to predict
the pressure distribution and the near wake. Both adopted

A Navier-Stokes procedure to calculate the flow about nonorthogonal computational grids due to their simplicity
an airfoil at incidence has been developed& The parabolized and generality. Although these calculations exhibit certain
equations are solved in the streamline coordinates generated degree of success, the results are not entirely satisfactory:
for an arbitrary airfoil shape using conformal mapping; A the flow at near- or post-stall angle has not been
modified ke turbulence model is applied in the entire successfully predicted. Chang et al.6 observed the similar
domain, but the eddy viscosity in the laminar region is shortfalls in an existing Navier-Stokes procedure in their
suppressed artificially to simulate the region correctly. The comparative study of interactive boundary-layer and thin-
procedure has been applied to airfoils at various angles of layer Navier-Stokes procedures.
attack and the results are quite satisfactory for both laminar
and turbulent flows. It is shown that the present choice of The intention of this paper is to presen a new Navier-
the coordinate system reduces the error due to numerical Stokes procedure, in which the various aspects of the
diffusion and that the lift is accurately predicted for a wide calculation have been improved, and to show that the flow
range of incidence, over a wide range of incidence has been predicted with

reasonable accuracy and robustness.

Introduction Grid Generation

Aerodynamic characteristics of an airfoil at incidence, Among various grid generation techniques, a method
especially near and beyond the stall angle, is of paramount based on conformal mapping has been adopted as it has
practical interest as these are closely related to the distinct advantages in treating the flow of present interest.
performance of engineering devices such as aircraft and Specifically, the grid lines so generated are orthogonal to
turbomachinery. Because of the importance associated With each other and, moreover, the coordinates can readily be
the flow, much efforts have been devoted to develop made to be intrinsic. These two points are not imperative.
prediction techniques for these flows. However, the equations do become simpler when the

coordinates are orthogonal and the false diffusion in the
One may approach the problem by using the interactive numerical scheme is greatly reduced if the coordinate line ismethods that explicitly couple the viscous and inviscid aligned with the local streamline. The results are, therefore,

effects in an iterative manner. The methods by Maskew & eipecte h to be more accurate.

Dvorak,' Gilmer & Bristow,' and Cebeci et al. may belong
to this category. By and large, the methods have been The conformal mapping used here transforms an
successful in predicting C,,, and the subsequent stall. arbitrary airfoil shape onto a unit circle by two successive
However, since these all adopt the boundary-layer transformations. The profile in the physical plane z is first
procedure, special treatments are necessary to handle the transformed into a smooth nea circular section in the plane
reversed flow region; the details of the flow or the accuracy
in this region may suffer. C by the Kaman-Treff t'anfrmation, which removes the

sharp corner at the trailing edge, and, subsequendy, into a
unit circle by solving the Gershgorin integral equation. The

On the other hand, the method based on the Navier- latterpart is done numerically after the imegrand is suitably
Stokes equations, which is gaining popularity with the modified to make the proced mo tractable and accurate.
advent of modern computer technology, is more rigorous The details we referred to Choi & Landweber 7 and will not
and aplprop•ate, in principle, than the former for the highly be repeated hem.
interacting flows as the equations are valid both in potentild-
and viscous-flow regions. Handling of the separated region The resulting mapping relations may be written as
is more straightforward, too. Among many earlier attepts,
Shmnroth & GibClng 4 made compressibe-flow calculations z (I)
using a transitional ke turbulence model and Rhie & Chows

and the Laurent senes,

"", a• 2  3SPrmndy Sefior Researcher, Apacy for Defae CA? + + + + , *'" (2)
DivelogiI mit DuIej



wheref denotes the Karman-Trefftz transformation and A & because of nonzero circulation, F, the potential at the trailing
as are coefficients that are determined from the second edge is double valued,
transformation. It is important to point out that, since the
profile in the intermediate plane C is nearly circular, the oru = rL + r (5)
number of terms required in the series, Eq. (2), to accurately
compute C is not large: 10 terms have been found sufficient and ajump in 0 is present across the trailing streamline.
and used in the present work.

From these relations, various types of grid , i.e., C-,
H- and O-grid, can now be constructed. The radial lines
and the concentric circles in the T plane give an O-type grid
while the horizontal and vertical lines in the plane of
complex potential(W) and those in the W "2 plane give,
respectively, H- and C-type grids. The grid of H-type is
used in the present calculation and the details of how it is
obtained is described below.

The complex potential W for a stream velocity U at an
angle of attack a about a unit circle at the origin is

,( e F)
W=U~ 4-I j+iLint (3)S) x(a)

where F is the circulation about the circle and is equal to

4xUsin(a-O°) so that Eq. (3) satisfies the Kutta condition

that the velocity be zero at the trailing edge, 80=.. The
velocity U in the r plane is related to the undisturbed
velocity u_ in the z plane by

A d (4)

Bk

A ýC D
z-pian-

'I' (b)

A C Fig. 2 Sample grid and the close-up view of the nose region
'"about an airfoil at a=5 deg.

w plan The remaining task to complete the grid construction is
to distribute the grids efficiently. This is accomplished by
using tanh as a distribution function to place more grids

Fig. 1 Physical and computational domains for the flow where needed, e.g., near the surface, around the leading and
about an aifoi at incidence, trailing edges. For the proper clustering in the streanwise

direction, the grids are first distributed along the stagnation
streamline ABCD and AB'C'D shown in Fig. 1 using the
arc length as parameter. The number of grids for the
segment BC may be different from that for BC. The

The coordinate lines in the W pine a lines of constant mmsformed grids in the W plane can then be obtained by
posendal (#) and smtn flnction (p); corresponding lines in using the relations (1), (2), and (3). However, a direct
the physical plane are also equipotential lines and attempt to do so involves rather time-consuming algebra;
streamines of the flow under consideration, and constitute the following spline interpolation is used instead, For a
an orthogonal grid of H-type. One point to observe is that, given set of points along the # axis, the corresponding



points, which lie on the stagnation streamline, in the z plane dK12  1K21

are readily determined: r from Eq. (3) by Newton's a12 = -•g-

rootfinding algorithm. ý by Eq. (2) and z by Eq. (1). The I dK2 1 a

arc length, s, for each of these points is then calculated and a2 1 = --- h 7

the relation between s and Q is established. A cubic spline

function is used to relate the two and, for a point in the z I A,
plane, this interpolation function gives the matching point on K12 = 777" etc.
the 0 axis in the W plane. The grid clustering in the vertical

dhiection, on the other hand, is done in the W plane using Wf where (U,V) and (uv) are the mean and fluctuating velocity

as parameter. A typical grid in the physical plane for a -5O components, respectively, in the (e.i) direction, p the
is shown in Fig. 2. pressure, Re (=--.) the Reynolds number, v the

kinematic viscosity, and h and K the metric coefficients and
Governing Equations curvature parameters. The equations have been made

Followi,'the continuity and R - dimensionless by using the freestream velocity U. and the
Following Nash & Patelds- airfoil chord c. These equations are of conservative form

averaged Navier-Stokes equations in general orthogonal and are exact except for the neglected streamwise diffusion

curvilinear coordinates (4,q) are written as: terms. The conservative form appears to give more stable
behavior of the numerical method in the neighborhood of

Continuity: the stagnation point where the H-grid becomes singular.

a_ d =0(6) theThe Reynolds stresses in Eqs. (7) and (8) are related to
h7{?(h 2U) + W(hV) =0 (6) the mean rates of strain through the eddy-viscosity

hypothesis and are given in the next section.

Smomentum:

I _ a I(d h + (K) 2 U Turbulence Model
__(2)+ W-2 •(ss•' x

A modified k-e model is adopted as a closure
I ap a.?2 a

+ W- V relationship in the present study. The transport equations
- X + W2• " for the turbulent kinetic energy and the rate of dissipation

((7) compatible with qs. (6)-(8)+2Ki2uv + K2(u-2 -) - comatile it are
(21 -_ VI R_ ___I'

+ 2Kl
2 UEJ + KIflRe I

-2K 21 I--v + 2KI2 LdV + rz 1 1U + al12V) =0 12h 1132  f'X
h2 h, a h 1

hh19( 1 2 2 AR )f + (9)7R~J 2~?
71 momentum: W 2I

-P• +8 =0

d ~--(hIv2) + (K21V __I

g-.-(h2 UV)+ •h

- cw,h -(h 2U) + * o
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Red eC C+C T
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2 W . h2 W' where

mid p't f pA + P., .. (!; V Itd- K12Uhi X,•+ r'2 -R ,
S(KK 21V) - _;2q + -K1 2V) )(-KII- + K21)v(.•, ÷c,•h, Wa' h a

1 1 Ck
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and the model constants Cu. ak, a,. Cr, , C., and C., are Solution Procedure

given the values of 0.09, 1.0, 1.3. 1.44, 1.92 and 4.44,
respctivly.The governing equations. Eqs. (6)-(10), are solved in

respectively. the calculation domain bounded by constant 4 and ij lines.
Using the staggered grid. shown in Fig. 3. the diffusive

The dissipation equation was first proposed by Hanjalic derivatives of the equations are discretized by central
& Launder,9 where they reasoned that the energy transfer differencing while the convective derivatives in the
rates across the spectrum are preferentially promoted by streamwise and crosb-streamwise directions by upwind and
irrotational deformations and showed the improved hybrid differencings, respectively. The numerical scheme
prediction over the standard k~e model, especially in the adopted in the study is the modified version cif the CELS
adverse pressure-gradient region. It should be noted tha: (Coupled Equation Line Solver) algorithm used in Ref. 12:

the dissipation equation assumes the 4 direction to be the
predominant flow direction and the present intrinsic I
coordinate system is consistent with this assumption.

Two key modifications to this model have been made

the near-wall region, the two-layer approach of Chen &
Patel'° is adopted to make the model applicable in the e
separated-flow region and to provide a finer resolution in the w E
near-wake region. The other change made is the use of the
anisotropic k-e model of Nisizima & Yoshizawa" to 0 P.kor
represent the Reynolds normal stresses. The Reynolds f- U
stresses are then expressed as

- ( I 'V' I dU-dv = V, -r +÷r - K12U - K21V (13)( 1

2= k ) +S.2 (14)
3 hj 4 Fig. 3 Grid layout and storage location for each variable.

2S,,2 (15)

where
1 k'_( 1 _U ,V2 The calculation proceeds in the streamwise direction

S - L(-2, + C12) - K21 VJ (16) and the solution at a given streamwise station is obtained3 1simultaneously. The penta-diagonal system of equations for

I 2 V, which is derived from the continuity and momentum
S"' 1k C', - 2C) U - K21V1  (17) equations by eliminating the pressure and the streamwise3 h2 velocity component, is solved first. The pressure and U then

follow successively by the backward substitution. Using
and CTJ = 0.07, C.,2 =-0.015 from Ref. 11. The these values, the turbulence transport equations are solved
nonlinear terms in Eqs. (14) and (15) lead to the anisotropy fork and E by the Thomas tridiagonal matrix algorithm. Toof the turbulence intensities,.okadeb h hmsliignlmli loih.T

enhance the convergence, a backward pressure correction is
applied at the end of each complete sweep. This is

When using the k-e model, it is customary to assume, accomplished by forcing the 4-momentum equation be
for computational convenience, that the flow is turbulent
everywhere as was done in Rhie & Chow. Although this satisfied, on the average, along each constant 4 line. The
may be justifiable as the laminar portion of the flow is process is repeated until the specified convergence criterion
limited to the small region near the nose, the artificially is met. Maximum pressure variation of 104 is used for the
produced turbulent flow, which may be healthier than the present calculation.
real flow, could greatly affect the leading-edge-separationpattern. The calculation is performed for a sufficiently large

domain that encompasses the entire profile and the following

In order to get around this difficulty inherent to the k-e conditions are specified at the boundary:dV
model, the concept of intermittency is employed: the upstream:U = U r. 0
transport equations for k and e are solved in the entire
domain, but the eddy viscosity is set to be zero in the =0
laminar region. The procedure has been found more downstream:
successful than solving the equations only in the turbulent rdV
region. The latter performed relatively poorly as the initial outer U = Up", R = 0
profiles for k and e at the transition location could not be
provided accurately. wall: no-slip condition



where the subscript pot indicates the potential-flow value.
The turbulence quantities at far boundaries except along the
downstream end, where the conditions on turbulence are not -2.0 -

needed, are assinged a very small value to simulate the non-
turbulent flow.

0 Ghia [13]
Present result

Results and Disscussion (140x40)
......... inviscid

Laminar flow -1.0

The calculation is first performed for the laminar flow
about a 12%-thick symmetric Joukouski airfoil section at
Re=1000. For the incidence angle of 50, the grid of
(140x40) and the calculation domain which covers the
region -I < x/c < 5, -3 < y/c < 3 were found adequate. A 0.0 .................
coarser grid (70x40) appears to give comparable results and .......
an optimum grid may lie somewhere in between. However,
no further attempt has been made to find this grid
distribution.

The velocity vectors and the surface pressure
distribution are presented in Figs. 4 and 5. The flow _.0

separates at about midsection and, consequently, the
pressure distribution is altered substantially from that of the
inviscid flow. The results are seen to be in excellent
agreement with those by Ghia et al. 3 who solved the
streamfunction-vorticity equations on a (229x45) C-typegrid. Fig. 5 Surface pressure distribution on the 12%-thick

Figure 6 illustrates the importance of the grid alignment Joukowski airfoil section forca=5 deg andRe=lO00.
with the flow. Here, the calculations have been made for a

= 80 with two different grids: one grid is generated for a -

00 and the other for a = 80 and, as a result, the former is
skewed by 80 in relation to the flow direction. It is observed - 1.5
from the figure that a finer grid is required when the grid is
skewed to obtain the results of comparable accuracy. It is ;rid anle=8
primarily due to the numerical diffusion caused by the first f70. x40)

order upwind differencing and the discrepancy could be - 1.0 g•d angle-0
reduced by incorporating a higher order upwind scheme.
This will, however, introduce additional complexities into ....-. 140x60)
the coding and it is desirable to construct a grid which
follows the general flow direction whenever possible. -0.5

------ ------ "-------- -1.0

x/c

Fig. 4 Velocity vectors for the 12%-thick Joukowski airfoil
section at a-S deg and Re =I1000. Fig. 6 Compariso of two diffemt grids for a-8 deg.



Turbulent flow The pressure distribution for the NACA4412 airfoil at

For turbulent flows, the calculations have been a - 13.90 and Re = 1.5x 106 is presented in Fig. 8: In the
performed for NACA airfoil sections, namely 4412 and calculation, the transition points for upper and lower
0012, at various angles of attack. A 140x40 grid is fitted surfaces are prescribed to be at 0.025c and 0.103c,
over -1.5 < x/c < 10, with the first point normal to the respectively, as done in the experiment. The present result

(solid line) is in near,4exact agreement with the experiment ofsurface being placed approximately at y+ -, 5 . It is Coles & Wadcock. As in the laminar case, the pressurereminded that the grid needs to be reconstructed when the distribution is altered greatly from the inviscid one by the
angle of attack or the Reynolds number varies. The vertical flow separation. Also shown in the figure are the results by
boundary is located at about where the tunnel wall is to
closely mimic the experimental condition and the slip the standard k- e model with and without the tunnel wallcondition is imposed there. Since the wall and the constant effects. Here, the result without the tunnel wall means that

the calculation is performed in a larger domain (-5 < ylc < 5)q line do not coincide, we introduced a vertical velocity with the freestream boundary condition. Although these all
component of right amount during the computation to make are in relatively good agreement, it is evident that each of the
the velocity vector parallel to the tunnel wall. The wall changes results in noticible discrepancies.
location is indicated by the dotted line on the present grid for
the NACA 4412 airfoil at a = 13.9° in Fig. 7. Figures 9 and 10 show the velocity vectors and the wall

shear-stress distribution. The velocity vectors and the grid
lines, which are the streamlines of the inviscid flow,
coincide in most of the region. This is expected and
validates the present choice of turbulence model and the
approach of parabolization. The wall-shear stress shows
that the boundary layer separates at xlc - 0.8 and the
laminar boundary layer is very close to separation before it
becomes turbulent at x/c = 0.025. It is cautioned here,
however, that the absolute values of wall-shear stress in the
upstream section of the airfoil may not be accurate as the
boundary layer is too thin to be adequately resolved by the
present grid distribution. To check how well the turbulence
model mimics the transition process, the turbulence
quantities, k and v, . and the wall-shear stress in the
neighborhood of the transition point are examined in Fig.
II. The turbulent kinetic energy and the eddy viscosity
plotted are the maximum values at the given station. The
smooth but rather sharp increase in these quantities indicates

Fig. 7 Computational grid with tunnel wall location for the that the present treatment for transition is qualitatively
NACA 4412 airfoil at a=-13.9 deg. correct. The turbulent kinetic energy does not grow in the

laminar region because the prodution terms in the transport
equation are turned off by suppressing the eddy viscosity.

-t0-

-a ....- -
o Coles & Wadcock [141

-*"" -- inviscid - -.- - -

4- -

0- 1 -

...... ... .. .......... ' ....... .............: .... ....... ..: . ....... :.... ::

X/C Fig. 9 Velocity vector for the NACA 4412 airfoil section

for a=13.9 deg andRe =1.5x 106.

Fig. 8 Pressure distribution on the NACA 4412 a*foil
section for a=13.9 deg and Re =l.5x10 : 0
experiment[14];- ,present; --- ,standard
k-e model; - - -, standard k - model with
freestream condition; . -. - , inviscid flow.



oce The lift distribution for various angles of attack is given

NACA4412 in Fig. 12: the computed result agrees well with the

a = 13.9' experiment including C,,.. The lift coefficient obtained
0.0. Re= 1.5x1 CP without taking the wall effects into consideration follows the

data closely when a is small but begins to deviate as a

becomes large: this behavior is consistent with the actual
tunnel blockage effect, which increases with the angle of
attack.

0. 0 0.2 0.4 0.6 0.6 1.0

x/c

2.0-
Fig.10 Wall-shear stress distribution on the NACA 4412

airfoil section for a=13.9 deg and Re=l.5xlO.1
0

1.5-

.00008, .100

k/ 1.0-
.00006o .0?5

Vt .00004o Vt .050 k/Qo°

.00.5

.0OOO2- .. 000
.025 .050 .07 .100 -5 0 5 10 15 20

X/c
cx (deg)

a) Turbulent kinetic energy and eddy viscosity

.03- Fig.12 C, - a curve for the NACA 4412 airfoil section at
Re=1.Sxl 0: 0, experiment(141 - , present ;
-- -- , standard k-e model; - -- , standard k-e

model with freestream condition.

.02.

.01. The results for the NACA 0012 airfoil awe shown in
Figs.(13)-(15). The calculations have been performed for
a = 6* at Re = 1.5xlO6 and 2.8xI0'. Figures (13) and (14)
compare the pressure distributions for these cases with

01 experiments[151; a good agreement is obsrved. The
.000 .030 .060 .090 .120 .150 compqptional results by Shamroth & Gibeling and Rhie &

x/e Chow are also plotted in Fig. 14. It is clear that these are
much less successful especially in capturing the pressure
peak near the leading edge. It eeds to be noted that the
results of Shamnroth & Gibeling was obtained at a lower

)Skin-friction coefficient Reynolds number (l.OxlO') and some of the discrepancy
might have been caused by this.

Fig. I1 Turbulence quantities in the neighborhood of
nansition location.



TheCI- a curve for Re = 1.5x106 is depicted in Fig.

-3-- 15, along with the curves obtained by the standard k-E
model with and without the wall effect. The results are in
good agreement with the data and show the similar
characteristics as in the case for the NACA 4412 airfoil.

NACA 0012 For the incidence angle greater than that shown in the figure,
o-2 Experiment [15] the anisotropic turbulence model becomes less stable due to

- Present result its nonlinear terms; the convergence is slowed as more
Inviscid under-relaxation is required. The calculation was thus not

"carried out for the case much beyond the stall angle.

S -1-

0- 1.6-.

1.2-
10" x/c

S0.8-

Fig.13 Pressure distribution on the NACA 0012 airfoil
section for a=-6 deg and Re = 1.5xlO 0, ,
experiment[ 151; -, present.

0.4-

0.0- , ,
-3 NAC::012.Re-aaxlOs 0 4 8 12 16 20

o Experiment [15( a (deg)-- Present result

---- Rhie & Chow [5]
-2- --- Shamroth & Gibeling

(Re= 1.0xl0) [4] Fig.15 C, - a curve for the NACA 0012 airfoil section at

Re=1.5xlO0: A, experiment[15] ; - , present ;
--- , standard k-e model ; -. ,standard k -C

-1, model with freestream condition.

/

Concluding Remarks

1 X/C A new and improved Navier-Stokes procedure has been
developed and applied successfully to the flow about the
airfoil at incidence: the lift of the airfoil is accurately
predicted for a wide range of angles of attack. It has been

Fig.14 Pressure distribution on the NACA 001i airfoil shown that the present choice of the coordinates, i.e., the
section for a=6 deg and Re = 2.8x010* 0 streamlines and the equi-potential lines of the inviscid flow,
experiment 13];--, present; - -, Shaoth helps make the method more accurate and efficient. The

& Gibeling[4]; - -- , Rhie & Chow[5]. modified k-c turbulence model, which is used in the whole
domain with zero intermittency in the laminar region, gives a
qualitatively correct transition behavior.
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Abisact experimental studies have been carried out by Kiya et al.'
with a view toward the control of a turbulent leading-edge

Studies ae made of the turbulent aeparation bubble in separation bubble.
a two-dimensional semi-infinite blunt plate aligned to a Control of the separation bubbles by sinusoidal
uniform free stream when the oncoming free stream perturbations has been reported by many reseatChers".
contains a pulsating component. The discrete-vortex Roos and Kcgelman2 obtained the reattachment length in a
method is applied to simulate this flow situations because backward-facing step flow as a function of the level and
this approach is effective to represent the unsteady frequency of the perturbation. Sigurdson and Ro5hko 3

motions of turbulent shear layer and the effect of viscosity analyzed the structure and control of a tmbulent
near the solid surface. The numerical simulation has fairly reattaching flow; the reduction of the prssure drag,
reasonable predictions with the experimental results which bubble height and reattachment length were found to
have already performed. A particular frequency given a depend critically on the forcing frequency.
minimum reattachment which is related to the drag In order to numericaly simulate pulating flow on a
reduction and the most effective frequency is dependent turbulent leading-edge separation bubble, the discrete-
on the most amplified shedding frequency. The turbulent vortex model is applied. This approach has been
flow structure is scrutinized, which includes the time-mean demonstrated to be effective in representing the unsteady
and fluctuations of the velocity and the surface presur•, motions of turbulent separation bubble4. The finite-
together with correlations between the fluctuating difference simulation of the averaged Navier-Stokes
components. A comparison between the pulsating flow equation with turbulence models has the advantage in
and the non-pulsating flow at the particular frequency of computational accuracy and applicability. However, it is
the minimum reattachment length of the separation bubble currently limited to the ranges of low Reynolds numbers
suggests that the lare-cale vertical structuor is associated for seplatd unsteady flows.
with the shedding frequency and the flow inutbities The discrete-vortex medel is known to be a poweful

tool for simulating unsteady seprated flows of high
Reynolds numnbe. The separating flow at the leadin
edge is represented by a combination of an inviscid
potential flow and discrete vorticles. The effect of

An improved understanding of pulsating flow viscosity near the solid surface is incorporated in the
characteristics on thenbIent separation bubble is uefu model. The reduction in the circulation of elemental
in the design of wrodynamic high-speed veviclcs and of vortes is also introduced a a function of their Mag in
pulsathig -h0-Mcnee In this study. the aspation r to reW0 esent the thee-densional deformation of
bubble is generated by flow separation from a shary vortex filaments. Details regarding the numerical
leading-edge of a blunt circul cylindw whose axis is p-ocede can be found in Ref. S. The ability of the
aligned pmWlel to the appmaching main flow. Relevmat discrete vortices to adequately ol5mesnt pulsating



u=-U, (÷+Asin2zft) and the surface pressure, together with the correlations

1- •between the fluctuating components. The effect of
pulsation on the minimum reattachment length of the

S2H separation bubble is examined in detail. This will show
that the large scale vortical structure is closely linked with

"_ _ _ _the issues of the shedding frequency and the flow

instabilities.U;" I Uj

I E t Discrete-vortex moddl
toIN

The leading-edge separation bubble of a blunt two-
(a) Pulsatint flow dimensional body is considered. This flow geometry is

basically the same as the flow configuration of Kiya5 .
U,'Ju je _Specifics regarding the utilization of discrete-vortex

10 A method can be found in their studies. The separation
bubble is generated by flow separation from a sharp

- 2H leading-edge of a blunt two-dimensional body. The
dimension of the flat plate is of finite thickness(H) and
semi-infinite length. The interactions between the two

p, separation bubbles at the corners are assumed to be
Awusd cspea minimal. Thus, the symmetry condition is applied in this

(b) Experimental apparatus with acoustic speaker problem. The geomeUtry of the body is given in Fig.2.
The Schwartz-Christoffel transformation is used to

Fig. 1 Experimental apparatu and numerial analogy project the exterior region of the body ( the physical

plane, z-plane) into an upper half plane ( the transformed

continuous vortex sheetes in the separating bubbles has X-plane). The transformation is given by

been tested in Ref. 6-7. H 2 1/2

In this paper, we consider the specific example of the Z -r(A -1) -cosh' A]+ iH

flow past a two-dimensional flat plate with finite thickness The upstream free stream velocity Ui contains a
and a blunt leading-edge, which is aligned parallel to a
uniform approaching stream. The pulsation was provided
by a sinusoidally oscillating jet issued from a thin slit Ui,=Ui(l+Asin2xt) (2)
along the separation edge. Therefore, in the numerical
simulation, the oncoming free stream was assumed to where f is the pulsating frequency and A is the amplitude
contain a sinusoidally-varying pulsating compoet The of pulsation. If the flow has no pulsation, i.e., A=0, U,"
entire flow field in the separation bubble is affected reverts directly to the constant velocity at upstream

mainly by the dynamics near the leading-edge where infinity Ui. The complex potential w, induced by the
separation occurs (Fig. 1). discrete vortices is given by

The purpose of this study is to examine the details of N iK A_
the turbulent leading-edge separation bubble by discrete- W,= (3)

-- log (3)vortex model The two key parameters characterizing the
free stream are the amplitude of pulsation A, and the
frequency parameter St (fH/U,). The effects of the where N is the total number of vortices in the flow field,
sepmrtdon bubble on the foaebody drag, the reattachment and j is the position of the Jth vortex in the transormed
length and the lock-on effect between the pulsating plaMe with its complex conjugate and Kj denotes its
frequency and the shedding frequency are investlgated, circulation. The complex potential w for the entire flow
The turbulent flow structure is also scritinized, which field is the sum of w, and w, by superposition, i.e.,
includes the time-mean and fluctuations of the velocity w'w,+wk, where wi is the complex potential for the



U,

D Kn = 1(dz 2 (7)

A B(010) where Kn is the initial strength and the position of the

(a) Physical z plane nascent vortex is assumed to be i(H+0.5E), and 6.4 is the

time interval between the introduction of the nascent

vortices. The position of the nascent vortex is assumed to

be i(H+e), where e is an approximate initial value. The

strength and location of the nascent vortices can be1 D adjusted by an appropriate iteration scheme satisfying the
A 3(0.0) (1.0) Kutta condition5.

(b) Transformed X plane The reduction of the circulation of every vortex is

modelled by.
Fig. 2 Geometry of flow

K(t) 1-e4 (8)
irrotational flow around the body. Ka 4-c (8

The velocity field in the physical plane is given by
where K(t) is the circulation at time t. a is an adjustable

u- i -dw -w dd (4) constant, and Re denotes the Reynolds number U1(H/v)
E v =d( and v the kinematic viscosity of the fluid. The destruction

and coalescence of vortices are assumed to be proportional
whereand varespectively. The velocity c nts in vthex a Cto the viscous core radius of each vortex. Physically, the

y-directions, respectively. The velocity at a vortex point, removal of potential vortex may be regarded as

the kth vortex, has to be obtained by differentiating with. corresponding to the destruction of vorticity in the shear

Taylor expansion and the complex invariant, layer by interaction with the boundary layers along the

surface. The decay law (8) was deduced from the exact
"- '")-solution of Navier-Stokes equations for a single

4, 2xI) - 5 rectilinear viscous vortex if r is replaced by the radial
(5) dt distance from the center of the vortex. After caning out a

M,.1 number of preliminary calculation, the value of the

product a2Re = 60 was employed, and this was found to

where dw/dz is deduced from taking the appropriate limit achieve satisfactory agreement with experimental result 5.

as z-+ zk. It may be noted that an optimum value of a2Re depends

The convection of vortices was advanced by a second on the particular type of flow considered,

order scheme with a small time interval, the nascent The pressure coefficient Cp can be calculated from

vortices have to be calculated at a much smaller time the Bernoulli equation,

intervaL Since the velocity at the leading-edge should be
finite, the complex potential should satisfy the Kutta

condition at the edge CV =

(dwlclZ) O. (6) 2 (9)

The vortices are shed from the leading-edge into the W U

separation bubble as a result of the separation. The rate of

vorticity shedding was determined through the where pi is the pressure of the free stream, p the density

relationship, which was inferred from the experimental of fluid and # the velocity poential.

results' In the coorse of computations, some vortices approah



very closely the wall of the blunt body. Consequently,

due to the presence of image vortices, these vortices 0* a.1

would have unreasonably large velocities. In order to \

rectify this computational problem, vortices that

approched the wall nearer than the depth of 0.02H • > "

were removed from the flow field. Since the transport of

momentum and vorticity were negligible in the far field

downstream, vortices and their images that were located .. _

further than the region 25H were also removed from the Le LA Le Le Le ,LOLO
hlROUMAL H. UM SMOIA.

computation.
Since a large number of vortices exist with random (a) Numerical result (b) Experimentl result

locations in the flow field, it is probable that soni vortices

attain small separation and, therefore, produce velocity Fig- 3 Comparison of X/X. between experiment and

jumps at each other's positions due to the absence of ComputstOi

viscosity. In order to alleviate this difficulty, the concept
of the cut-off vortex, which was originally suggested by
Chorin', is also employed, Le., 0 A-o J

K= I-• (r>a)

K(r /) 
(10)

=T(rso)

where ip is the stream function of the vortex and a the

cut-off radius. The numerical value 0 = 0.05H was
adopted in this simulation . The concept of the cut-off
vortices was justified in that the vortex blob in discrete-

vortex simulation is basically different from that of ___

potential flow theory, say, the point vortex. M em"R

It is noted again that the viscosity of fluid is

instrumental in enforcing the no-slip flow condition. Fig. 4 Reattachment length(XJXg,) with Stroulal

Since the discrete-vortex simulation is started from the number

inviscid flow, an appro•iate procedure should be devised

to include the viscous effect for the turbulent separation

bubble and the shear layer. The viscosity of fluid gives
rise to the displacement thickness in the boundary layer __ .. ,

and, thereby, transfers momentum to the direction of ,/ \A a am

transverse velocity. For this purpose, an artificial

transverse velocity Vd(=.O012SU) was added uniformly ,!

to the edge of the sheor layer. ' "

It seems that the vortex distributions and wave forms

of flow field evolve to be statistically stationary at times
Uit/H > 80. In this sense, the mean values and WIN

fluctuating components were calculated between the

interval of 80 < U#H < 280. The1 on-dimenional i. Reverse flow hdnmktNK7 disbtlmio

time steu t for the movemeat of the vortices was 0.16HI/
U, and the time interval A, between the introduction of

dth nascent vortices was 0.32H I U, (= 26).



Results and discussion 0.2

It is important to verify the aforementioned analogy -0.2

between the sinusoidal oscillating jet at the separation 0 of 0 A03

edge and the pulsating freestream flows by the present ... -
discrete-vortex method. Toward this end, the reauachment
length normalized in the form XPI4 is plotted in Fig.3
against the non-dimensional frequency, i.e., the Stroulhal
number St for thre diffemret levels of the perturbation. It
is noteworthy that the comparision gives a fairly 0 4 8 12 16 20

consistent prediction, and this supports the assertion that x / H

this analogy seem to be reasonable. The most interesting
feature of Fig.3 is that the reatachment length attains a Fig. 7 (a) Time-mean pressure coefficient distributimo

minimum at about St=l.4 for both cases, while the a the Surface
amplitude affects only on the total size of reattachlnent.
This implies that the separation bubble is affected mainly 3
by the frequency of perturbation.

In the present study, the turbulent structures are 3 ,

scrutinized with the comparisons for the non-pulsating
flow, natural flow(A=O) and for the perturbed flow at ,., / , 2
A=0.3 and St=0.1. It should be noted that the condition of ft
flow pulsation was selected such that a maximum " / -..

I j
reduction of reatachment length for this tw,-i sional , .

flow configuration can be realized not fr the circular "S
blunt body (Fig. 4). For this two cases, the reverse-flow Q (*S,•n . fie

intermittency is displayed in Fig. 5. The reattachment 1/H

position is defined as the point whom the intermittency, I
has the value of 05. In this figumre, it is noticed that the
reattachment position(XJ=6.5) of prturbed flow is much
reduced in comparision to that of non-pulsating of natural flow, and the feed back of fluid toward

flow(X/H--9.1). This agrees with the experimental result'. u of paurbed flow is ative.
Fig. 6 shows the distribution of surface velocity und The distributions of pressure and its flucaiatin.

the same condition. In a pertmrbed flow, the position ot
zero surface velocity is located slightly upstrem of the points so the relation with the flow reantachment for both
reattachment position while the same position is perturbed natural flows. It is known that the flow
maintained in nanuial flow. This means tha the reverse Ma o s atsr v
flow intensity of prturbed flow is much stronger than that region. It is found that the man pressure cofi t o/

perturbed flow at separation lin is smaller than tha of
.do,., natural flow (Fg. 7(a)). This impis that the pssure drg

3Q dfO MdO is reduced when the flow is perturbed. in the presur
fluctuations of Fig.7(b), this fature of reaachmenn
position can be elucidated more clearly. The r.m.a, of
presurme fluctuation is relatively small near the separation
region and then it increases along with the downstream

_ _._and reaches maximum just in front of reattachinent
position. This region is also the same position of the

Fig. 6 Surbe velocity dributiom maximum men prsme recovery raL In mbuient der
layer, it is believed that the flow has its own natual



instability an,; unsteadiness and the flow disturbance can
be amplified most effectively at the appropriate pulsation. a

This is called the most effective frequency, St... This ,. ., .-. ,.4 **

effect of ampliflcati-n is maximized at the flow
reattachment regioni. so the motion of large-scale vortices
in this region --- die most important elements that can *

decide the characteristics of the entire flow field.
In passing, it can be found in Fig. 7(a) that the o10 5 $S IS 1~ a

pressure coefficient at separation point(C,) for the Ulu.

pulsating flow is reduced considerably about 30% than
that of non-pulsating flow. Reduction of C,. reproduces
the reduction of pressure drag of the body. The maximum
reduction o .f C,. is also observed at St,=.. Thiis agrees Well
with the experimental result of Sigurdson and Roshko.2
Koenig'0 studied the relation between C.. and the drag
coefficient (C,. of fluid bodies and it gives

-a IS is 2 I 0 'S 0 *1 0 '

C,.-0.S'0.2C,. (11)

From this relation, it can be noticed that doe drag of the Fig. 8 Distribution of U/U; and V/U1 along the
body (C1.) is decreased approximately 6.25% when downstream distance
perturbed, i.e., C,.=0.68 for non-pulsating flow while
Cm=0.64 for pulsating flow.

The main reason of drag reduction can be explained ~ '

in two ways. Fust, the pulsating perturbationlinvokes ::
vortex coalescence in the separation bubble and then it
causes the enhancement of flow spreading rate. Since the 0

downstream flow rate is increased due to these '
phenomena. it gives doe drag reduction. It means that the \ :
enhanicement of vortex merging and flow spreading rate is 00 01: : 03 0 :
strongly dependei-I upon the pulsating f~requency. Tis can
be analyzed as I; preferred mode in Ref. 10. Next, the
perturbation increases the enanimnent from the outer
irrouational flow. Ti~s causes the reduction of curvatur Of
the time-mean streamlines, near separation line -n it
deduced th Imp ressure graint. 11=, itdcessC

and C~r. It is als found that the maximaum of mnusinmnt
rate is observed at St..many experimental results reveal thatthe efet'% Of 0 030 03 06

pulsation on flow structura is observed motldy at the
comparatively lower frequency region2"La. At ~a 9 ,~ bto of r-M s/U, -d ri.&~s vA aim00g
particular frequency, the vortex coalescence is tedmoemdsac
surprisingly enhanced. It causes that the reduction of tedwsm.dsac
recirculating spiration bubble and flow drag of the body. -P!IPareiLm ltvyIpvluofVtth

Thbe distributions of the time-mean velocities U and seaato liepis The relativel lar ecrvalue of Vtthe
v arn displayed in ftg B. The difference between no- cuprvatiureline Isadues tig th abrupt dcrae of thef

pulsating flow and pulsatig flow is an to be negligible velocity fluctuations. T7he wubuloace level Of Perturbed
nearthe sep'utlmnlinew weasvortic amjuat formed out. go sfudwb odeal ibrta htG W
However, the effect of perturbaio s evident in the flowbe.iuduhyhihrda u f aua



Z 0.0 .. . a..

Y-"oVig. 11 (a) Distribution of discrete-vortices in-00 0 00unperturbed flow at t = 288 H/U1

Fig. 10 Distribution of Reynolds shear tes -"VU .-

The distributions of the Reynolds stress ar shown in :
Fig. 10. In perturbed flow, it is noteworthy that Reynolds
stresses have negative values at x/H-0,4 and 8. Hussain",
in his study on the coherent structure of turbulent shear Fig. 11 (b) Distribution of discrete-vortices in
layer, proposed that Reynolds shear stress can have
negative values of vortical structure in a certain perturbed flow at t = 288 H/U1

configuration where vortex coalescence process is
dominant. Fthermore, since perturbation strngthens the 2
fluctuating components in shear layer, so the mean
velocity may be affected by these fluctuating velocities.
The characteristic wave length of vortices can be given as
fonlows'2 ; .1.

L USt (12)

where Ui is the convection velocity of vortices and St., is
the most amplified shedding frequency, which will be
referred later. Suppose the value of UJU, was 0.5 "4, then
L has the value of about 5HL This agrees that the locations 2 ia .e a. ° a, ,
of negative Reynolds stress are found to be nearly Unie
identical to the multiples of L. This relation reduces that Fig. 12 (a) Width of shear layer %Asb time at leading-
negative Reynolds shear sm are brought about by the edge in natural flow
enhancement of vortex coalescence by pulsation and the 2
positions are closely related with the charactristic wave
length. From this, it can be predicted that the vortex
merging is observed at every chmaacteristic wave length in *,
separation bubble.

Tle patterns discrete-vorticesr in the separation
bubble at a certain time(t=288H/U,) for both cases are
plotted in Fig. 11. It may be noted that large-scale vortices
are mor evident in perturbed flow. In addition, the rolling-
up behavior of large-scale vortices, the merging of
vortices and the vortex-shedding from separation bubble
to downstream we also observed. It is noeworthy that the
concentration of discre-vortices occurs at each multiples U a. , flA ,. -*
of L it give a numerical validation for negative Reynolds Fig. 12 (b) W th o sho w lear w it a kat
shear stresses in separation bubble. edge In excited flow



Fig.12 represents the width of shear at separation as a
function of time. Approximately, this width may be
regarded as a distance between the core vortex and the
wall of body. In non-pulsating flow, as time advances, this E
width becomes constant. However, in perturbed flow, at 2 S/1/
Stm•, it oscillates with the period of 1OHt/Uj, which Perturbed

corresponds to the forcing frequency St.-..O.l. In
perturbed flow, the nascent vortices interact with the 0...

surface from the start of the rolling-up motion, so this is 0,-
related to the resultant amplification of ditmurtnces. Unparturbqd

The power spectra, which a defined as eqn.(13), was
obtained at the edge of the shear layer where u'/Ur=O.02 num0.1

and is shown in Fig.13. As pointed out previously, the

power specta of u near reautachmnt region also discloses Fi 14 P e a (E,) nea reattochm t
the broad peak value around St=O.1. Thus, this p i on atPtwe eg of p'hesh )l e r tA ch..2

pfreqancy(St=O.1) can be considered as the most amplified

shedding frequency of large-scale vortices, which is also
verified from the power spectra of pressure at the same

E position(Fig.14).
- Perturbed

2-.. 2 '2-, (13)
0a.1

S•, �Un�etu•e In passing, it is notable that dt presem result tends to

have appreciably the am value as the results of Mabey".
S,-. It gives the relation of St.Xp0.7 with almost the same

Str0hal nu value of the present result This trend has also been
noticed in other experimental resultse. It is stressed here

that dte moa amplified shedding frequency gives strongigne a the edge o the sbew- layer (r.m.L uU0. tA02) efects an the reduction of reanauclmet length, drag and

enhancement of vortex coalescence in the separation
bubble.

/ The power spectra near separation line shows the
Sbroad peak at relatively low 'fequamcy(Fil.13(a)). his is

a Is: "regarded as an evidence of the flapping motion of
-.. separation bubble, which seems to be attributed to

'_-- -- dunsadiness"'•4. Nea reat•achment rom, the low-
Sfrequency peak is gradually diminished and the broad
y,. peak is centend upon wround Stew. . Roshko' called

this frequency as the shedding-type instability, which is
the dominan frquecy in upoadon bubble.

Perturbed In this study. we assumed that St, is identical to
Su..hls isatributedtotheanalogyadfollows;fthe

struhal number pulsating frequency is tigher tan the inial Kelvin-
Ilamboft •eqony s therm is no nstablift regi. In

FIg. 13 (b) Pewer sparum of u' (-I•,.) -mr this oue, the dow d'stiWmc- connot he tsnTfied. lu
re ameft puuitiom at the eg of the shear lae Sttbecm -Pdomnanteud th aluev oSL..
(rus. .iU..02) Me way to Stth bea- bow vd theu a lat
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A Unified Approach for Numerical Simulation of Viscous
Compressible and Incompressible Flows over

Adiabatic and Isothermal Walls
M.Hafez, M.Soliman

University of California, Davis
and

S.White
NASA Ames Research Center

Abstract perturbation of the pressure and the
temperature relative to reference values as

A new formulation (including the the dependant variables. It is shown that
choice of variables, their non- the density in terms of these new variables
dimensionalization and the form of the approaches a constant as the reference
artificial viscosity) is proposed for the Mach number vanishes. The above
numerical solution of the full Navier- formulation is generalized in the present
Stokes equations for compressible and paper to allow for incompressible flows
incompressible flows with heat transfer. which are not necessarily isothermal.

With the present approach, the same To obtain a numerical solution, an
code can be used for constant as well as artificial dissipation is introduced by
variable density flows. The changes of the adding to the governing equations the
density due to pressure and temperature Laplacians of the pressure and the velocity
variations are identified and it is shown components. An improved model is also
that the low Mach number approximation tested which is based on a partial least
is a special case. At zero Mach number, the square procedures. The continuity
density changes due to the temperature equation is modified by a Poission's
variation is accounted for, mainly equation for the pressure similar to that of
through a body force term in the Harlow and Welch[2], and Harlow and
momentum equation. It is also shown that Amsden[3]. The momentum equations are
the Boussinesq approximation of the also modified by Poission's equations of the
buoyancy effects in an incompressible velocity components. The first
flow is a special case. modification is obtained by taking the

To demonstrate the new capability, divergence of the momentum equations.
three examples are tested. Flows in driven while the second modification can be
cavities with adiabatic and isothermal related to a vector identity relating the
walls are simulated with the same code as Laplacian of the velocity vector to the
well as incompressible and supersonic gradient of its divergence and the curl of
flows over a wall with and without a the vorticity. In both modifications, the
groove. Finally, viscous flow simulations of evaluation of the nonhomogeneous terms
an oblique shock reflection from a flat of the Poissions equations are lagged as in
plate are shown to be in good agreement the deferred correction procedures.
with the solutions available in literature. The energy equation is augmented

with second order terms of the total
Introduction enthalpy obtained via minimizing the

squares of the convective terms. This
In a previous work[l], the authors modification is very small in the

proposed a formulation for both neighborhood of a solid surface and can be
compressible and incompressible viscous interpreted as an artificial streamline
flow simulation. First the density is diffusion as in the work of Hughes etal[4].
eliminated in terms of the pressure and the The present numerical solutions are
temperature via the perfect gas equation obtained using a standard Glarkin
of state. This step by itself is not sufficient procedure. The resulting nonlinear system
simply because the equation of state is not of equations are solved via Newton's
valid for incompressible flows. The method. At each iteration a direct solver
formulation is completed using the based on banded Gaussion elimination is



employed. The use of finite element p q L
discretizations and direct solvers are not Pe=M (3)
necessary to obtain numerical solutions k /(
based on the present formulations, and
other viable alternatives are, for example, The Peclet number is the product of
finite volumes and iterative procedures. Prandtl and Reynolds numbers, where

In the following, the derivation of the a a
governing equations and the applications 0, 1
to some test problems are discussed. k /c (4)

Governing Equations Equations (1) becomes

For steady compressible viscous flows, V. p q=0
the continuity, momentum and energy - _--+-- -- 1 - - 1 -
equations can be written in terms of the Vpqq =-Vp+ V:C-LrPK
primitive variables (p, p, ) including the - Re- 1 . - -F r 1 -- 4

effects of a body force as R . pqH= eV kVT+ eeV.(r.q)- - q .pK
V. p- = (5): q 

In equations (5), the relative effect of
V. p q q =V: t+pf gravity is identified by the Froude number,

2V. p-q H V. kV T + V.(.-q) + p f. q (1) r= (6)
S L(6

where H Ip.+ I 2 2 In natural convection problems, the
-y (u +vp) variation of density due to temperature

-- •aq. difference AT creates a buoyancy term in
and t.. =j(V. ) + I + t + -+ the momentum equation. To first order(1i ii xj x accuracy, the density variation would be p

For convenience it is assumed that X =- = p (1- 0 AT) where 0 is the thermal2"
i. and p - p R T. The two constants R and y expansion coefficient, hence the buoyancy

are related to the specific heat constants term is given by

-M A&T gL-+ Orcp andcv ;R-c p-c vand y= ---. For the 2••= K K (7)P qp Re

derivation of the above equations, see, for
example, Liepman and Roshko [51 where

b3
A standard non-dimensional form is r PAT g L (8)

obtained using the reference values of p 2
and q in the far field of external flow
problems. The pressure is usually The above formulation is not suitable
normalized by 2 for incompressible flows since in the limit

np q. and the temperature of zero free stream Mach number, both the
2 normalized pressure and temperature areby q,/ cp . If L is a characteristic length, unbounded. Two new variables were

two parameters appear in the equations introduced in the previous study to avoid

namely the Reynolds and Peclet numbers, this problem, namely p and T where
where

p. q.L p P-. P (9)
Rem (2) Y M2

and,



*-- - I ~-:+- I1----T =T-Ti=T- (10) V.pqT=VkVT(15)

Hence, the equation of state gives Here, the temperature ratio T IT

YN? pl +1 where T is the average wall specified00 w

P(1) temperature, enters only through the
T +1 boundary conditions.@m

As the Mach number vanishes, the Alternatively, one can choose

normalized density p approaches 1.0, i.e. T
the reduced incompressible flow is T (12)
isothermal. To allow for density variations T T T
due to temperature changes in the a w w
incompressible limit, in cases of adiabatic and, in this case2.•
walls as well as walls with specified yM p +1

temperatures, the variable T is replaced P= (13)
by T

T (12)T and

Equation (11) becomes -_-_ 1 k - -- ECw-- Cw -
VpqH=eV.kT V k V.Ti .q)- 7r q.pK

S"(13) (4

T where

In the limit of zero Mach number, p T H =T + E% 2/2approaches I and the proper general

dependance of the density on the and
temperature is recovered. The isothermal 2 M2
flow is of course a special case of the above q - -l
relation. w-c•T Tw/T

The continuity and the momentum p w
equations are unaltered, the energy Thus, the present formulation is valid
equation becomes for compressible and incompressible flows,

with adiabatic or specified temperature
- -' •1 ... Bc- -- Ec•- walls. Moreover, it is clear from equation
VPqH=PeV'kVT+eV'(x'q).rq'F (13) or (13) that the low Mach number

where (14) approximation ( see for example Rhem and
whe 2 Baum [6], Majda[71 and Markle[8]) is a
IHT+Ecq /2 special case. The Boussinesq approximation

and, of the buoyancy effects in an
2 incompressible flow is also a special case of
R" 2 the present formulation.

Ec = (y-1) M (Ec is the Eckert It should be mentioned that the above
p P T formulation is not restricted to perfect

number) gases. A more general equation of state can
The incompressible limit of Equation (14) be written in the form
is P-p ÷ AT.&+ Ap o P (16)



or in the non-dimensional form equations. For example, the momentum
equations can be written in the form

L-p -_ L'p - --+

"p =1+-AT+-Ap (16) Vp=g (18)
aT ap A poission's equation is constructed by

taking the divergence of equation (18) and
The last term of equation (16) always allowing a variable (positive) artificial

vanishes in the limit of zero Mach number. viscosity coefficient, one arrives at

Numerical Method V.EVp= V.eg (18)

It is well known that centered schemes Equation (18 ) can be also obtained
permit,in general, odd and even from minimizing the functional IJ (V p -

decoupling of the discrete pressure -+ -+
field[9]. To avoid this problem, different g ). (V p - g ) with respect to p, assuming
interpolations are used for the velocity and
the pressure in the standard finite element g is known. The continuity equation is

analysis of incompressible flows [10], [11]. then modified by the Poission's equation

Recently, Pironeau [12] addressed this issue
for compressible flows as well. (18).

It is also well known that centered Similarly, the Laplacian of the velocity

schemes produce oscillatory solutions of components can be balanced using the

convection-diffusion equations with high vector identity
Reynolds numbers, unless impractical 2(1 9)

excessively fine meshes are used V q=VS-VXw (19)

In the present study, artificial where

dissipation is introduced explicitly in all S = V .- q
equations, to eliminate the wiggles and to .. ,

allow for capturing shocks and contact w=VXq
discontinuities. Two forms of artificial To allow for a variable viscosity
viscosity are considered. In the first coefficients, one can minimize the
method, the governing equations become _+

2 functional (assuming S and o0 known)- *
V p q=e IV p I -4V.' 2 + VX-q*-_l

2 -- 1 - 1-- -2 with respect to q to obtain
Vpqq+Vp"e V:F+r PK=2V - -

2- V.eVq =VCS-VXeC +f(Ve) (19)

VpqH-- Vk"VT - -V(v .)+-p g=e 3 V H
0 Re FrIn equations (18 ) and (19 ). the

(17) _-+ -
where e's are small parameters of the order quantities g, S and w are obtained at each
of the mesh size. A standard Galerkin finite node from their definitions using a
element method is applied to calculate the standard Galerkin finite element method
solution of equations (17). This form has with the same interpolation used for the
been investigated before for both other variables. The evaluation of these
incompressible and compressible flows terms are lagged and their contributions to
with the standard separate formulations. the Jacobians are neglected.
With the present unified approach, the For the energy equation, the
same code is used to calculate compressible modification is obtained via minimizing
and incompressible cases. - - 2

In the second method, the Laplacian the functional I e (pq V H + x) with respect
terms are balanced with nonlinear terms
obtained by manipulating the original to H For convenience, x ts dropped with the



justification that the artificial dissipation Numerical Results
is mostly needed in the inviscid adiabatic
part of the flow where the relatively Three test problems are solved using
coarse mesh is not capable of resolving the the present formulation. The first viscosity
x term. In the neighborhood of a solid method is used for the first two problems.
surface, a fine mesh is required anyway Since the Re is relatively low, no artificial
and there is no need there of artificial viscosity in the momentum or the energy
viscosity terms. The present modification is equation is needed ( y2=e3 =0). For the
very small there since it is scaled with the modified continuity equation, a numerical
velocity. The same remark is applicable for
the treatment of the momentum equations boundary condition, P =-0 at the wall iswhere the viscous stress terms can be an

wvr enforced at the wall. The third problem is

ignored in the evaluation of the g term. solved by the two viscosity methods. In the
The variational formulation of the following some preliminary results are

artificial dissipation terms provides a presented.

natural treatment of the numerical
boundary conditions. Upon integration by I. Driven Cavity with Adiabatic and

parts, the resulting line integrals are Isothermal Walls
simply ignored.

Because the modification terms, for the Incompressible (M =0) and
continuity, the momentum and the energy
equations are obtained separately by compressible flows ( M -=0.4) are simulated

adopting a partial least squares procedure for Re=100 with adiabatic walls. The
for each case the resulting algebraic pressure contours of the converged
system of equations are not necessarily solutions are plotted in figures (I-a) and
symmetric.. A full least squares procedures (I-b) respectively. Next, the temperature at
for all equations coupled together has been the upper and lower walls are fixed and the
successfully used by the first author to calculations are repeated. The pressure
introduce dissipative terms for the solution contours are plotted in figures (I-c) and (I-
of Euler equations simulating transonic d) and the corresponding temperature
flows with sharp shock waves [13). In this contours are shown in figures (I-e) and (I-
case, it is possible however to construct a f).
symmetric positive definite system at each The effects of compressibility and the
Newton's iteration by a proper choice of difference of wall temperatures, are
the coefficients of the artificial terms [ clearly depicted in these figures.
Jiang& Povinelli[14]. Unfortunately, such
choices result in smearing the II- Incompressible and Supersonic Viscous
discontinuities. For viscous flows, they Flows over a Wall with and Without a
write the Navier Stokes equations as a Groove
system of first order equations in terms of
velocity, pressure and vorticity and then a A uniform stream of Re-1000 over a
full least squares procedure is applied. The flat plate is simulated with the same code.
resulting algebraic equations are The pressure and velocity profiles at
symmetric positive definite, but the different locations are plotted in figures
number of unknowns are increased ( different loain are plte figur
almost doubled for three dimensional (11a) and (f-b) for the case of Mu). For

problems). supersonic flow with M - 3 , the pressure,
Needless to say, more worktemperature profiles are

to determine the optimal form of the shown in figures (If-c), (II-d) and (fl-e).
modification terms and the associated The pressure,temperature and density
solution procedures for the general flow contours are given in figures (11-0, (II-g)
case. and (1l-h). As expected, an oblique shock



wave is formed due to the boundary layer obtained via a standard Galerkin finite
displacement effect. element procedure, using equal order

Next, the calculations are repeated for interpolations for all normalized variables.
a flat plate with a groove. The pressure The unified approach offers a
profiles for the incompressible flow case is convenient formulation which allows,
shown in figure (II-i), while the pressure, using the same code, the simulation of
temperature and density contours of the compressible and incompressible flows
supersonic case are plotted in figures (II- where the walls are adiabatic, with
j), (Il-k) and (11-I). specified temperature distributions or of

mixed type. In particular, the low Mach
III- Inviscid and Viscous flow Simulations number approximation as well as the

of Shock Reflection from a flat plate. Boussinesq approximation (of the
buoyancy effects) are special cases of the

First, an inviscid supersonic flow ( present formulations.

M =2.0) with a reflected shock is calculated. Obviously, it is always possible to have
20) more efficient flow simulations for some

The results are in agreement with the special cases. For example, when the speed

exact solution. The pressure contours from of sound is finite, explicit schemes can be

the two artificial viscosity methods are used to integrate the time dependent gas

plotted in figure (III-a) and (III-b). For a equations, in contrast to the

viscous supersonic flow at Re= 296000 and incompressible flow case where a

M = 2.0, the results are in agreement with Poission's equation of the pressure has to
be solved, at each time step, to guarantee

those of MacCormack [15] and with the conservation of mass during the time
experimental data. The velocity profiles evolution process. Another example is the
before, within and after the separation special case of incompressible ( constant
bubble are plotted in figure (III-c). The density) flow where the energy
skin friction distribution is shown in (temperature) equation decouples and the
figure (III-d). The pressure contours from solution of the continuity and the
the first and second artificial viscosity momentum equations provide the pressure
methods are compared in figure (III-e) and and the velocity components. Therefore,
(III-f). the use of the present unified approach for

Cartesian grids and bilinear elements the above two examples is more costly
are used for all the problems tested in this compared to the use of two separate codes
paper. Applications to transonic flows over tailored for the specifics of these two cases.
airfoils using unstructured finite elements It is still necessary however to have a
are reported in a separate paper 116]. general code for all speeds and all possible

boundary conditions to handle the cases of
Conclusions mixed nature.
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PREDICTION OF VORTEX BREAKDOWN ON A DELTA WING

S. Agrawal*
B. A. Robinson**
R. M. Barnettt

McDonnell Aircraft Company
McDonnell Douglas Corporation
St. Louis, Missouri 63166

Abstract of the research conducted in this subject area is
provided in Res 2-4. The theoretical studies

Recent studies of leading-edge vortex flows thus far have been for relatively simple cases,
with computational fluid dynamics codes using such as a vortex confined in a tube, or an iso-
Euler or Navier-Stokes formulations have shown lated vortex. Although many experiments have been
fair agreement with experimental data. These performed to help understand breakdown, there is
studies have concentrated on simulating the still no general agreement regarding the essential
flowfields associated with a sharp-edged flat mechanism of vortex breakdown, and no reliable
plate 70* delta wing at angles of attack where criterion is available to predict vortex breakdown
vortex breakdown or burst is observed over the location for a broad range of gemetries and
wing. There are, however, a number of discrepan- flight conditions.
cies between the experimental data and the com-
puted flowfielda. The I.ocation of vortex break- A flat plate delta wing with sharp leading
down in the computational solutions is seen to edges presents a simple configuration for the
differ from the experimental data and to vary with study of vortical flows, including breakdown.
changes in the computational grid and freestresm Several investigators have analyzed the flowfields
Mach number. There also remain issues as to the past delta wings at high angles of attack, both
validity of steady-state computations for cases axperimentally (Refs 5-7) and numerically (Refs
which contain regions of unsteady flow. such as in 8-13). Numerical investigations have been carried
the post-breakdown regions. As a partial response out using both Ruler and Navier-Stokes formula-
to these questions, a number of laminar Navier- tions. It has been shown that vortex trajectories
Stokes solutions have been examined for the 70" are predicted quite well, at least in the pro-
delta wing. The computed solutions are compared breakdown regions, using both Ruler and Navier-
with an experimental database obtained at low Stokes equations for a sharp-edged delta wing (Ref
subsonic speeds. The convergence of forces, 12). Breakdown locations are predicted somewhat
moments and vortex breakdown locations are also better using the Xavier-Stokes equations, although
analyzed to determine if the computed flowfields correlation between the computed and experimental
actually reach steady-state conditions. data for breakdown locations is still inadequate.

The majority of studies reported in the
Introduction literature are based on steady-state calculations,

primarily due to the enormous computation time
High angle of attack maneuvering has become an associated with time-accurate solutions. Since

integral part of the flight envelopes for current the flowfield in the post-breakdown region is
and future fighter aircraft. At such flight inherently unsteady, caution mast be exercised in
conditions vortical flow is a dominant feature of interpreting steady-state results. Flowfields
the flowfield. Vortex flows include complex predicted in the vortical flow region are found to
features such as massive flow separation, and be strongly dependent on the grid density. For
breakdown or bursting of vortices, that are not adequate resolution of the vortical flowfields, a
well understood at present and are topics of large number of grid points are required, thus
active research. The bursting of the vortex may increasing the computational time proportionately.
result in several adverse effects, such as an Copressibility also plays a role in modifying the
abrupt change in pitching moment, loss in lift, structure of the leading-edge vortex, and thereby
and buffet, and can be a strict limitation of its its breakdown location. These are the issues that
maneuverability. Predicting and umderstanding are addressed in this paper using computational
such flowfields is, therefore, very Important. solutions. Specifically, the affects of

compressibility and grid enrichment on vortex
Vortex breakdown or burst is characterized by breakdown locations are discussed. Although only

a sudden deceleration of the axial flow in the steady-state solutions of the Navier-Stokes
vortex core, and a decrease in the circuferential equations are used to characterize flowfields.
velocity associated with the rapid expansion of issues related to unsteady effects are also
the vortex core (Ref 1). The vertex burst phe- addressed.
nomenon has been the subject of much study, both
experimentally (Refs 1,2) and theoretically (Refa
3,4) for more than two decades. A detailed survey Grid Topolonv and Numrlcal Method

An 3-0 type grid topology for a half-plan.
modal of the delta wing was used in this study.

STechnical Specialist - Aerodynmnics Figure 1 shows the geometry used in this study.
"Ansginer - Aerodymics Only cases without sideslip were considered, so a

t Senior Engineer - Aerodynmics half-plane wing provided the best grid resolution
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around the wing for a given number of points. For Russby Number
most calculations, the grid dimensions were 61
(axial), 65 (radial), and 89 (circumferential), As the Roesby number has been used in analyz-
with 41 points along the wing in the chordwise ing the majority of results in this paper, a brief
direction. This grid will be referred to as the discussion of this number is in order here. It is
modium grid in this paper. A grid embedding a parameter which is essentially a ratio of the
technique was also utilized to refine the medium axial and the circumferential momtum in a
grid around the leading edge and the upper surface vortex. A standard definition (Ref 16) is:
of the wing from the apex to the trailing edge.
The extent of embedding in the normal direction Ro U
was just far enough to include the region where rD
most of the vortical flow phenomena was observed. where U is the core axial velocity, 0 is the
This refinement of the medium grid yielded an rotation rate, and r is an effective radius of the
embedded region with dimensions of 81 (axial), 87 vortex. For a mathematical model these three
(radial), and 133 (circumferential). quantities my be determined analytically, whereas

for experimental and numerical solutions an
integral-based approach is used. In this
approach, a non-dimensional vorticity (w) is
calculated for each cell using Stokes theorem. An

PrseM PU area (A) of the primary vortical region is defined
by the cells that have w a 1. This value of w was
chosen empirically. The rotation rate and effec-

*.7 tive radius are then calculated as

SThe axial velocity is calculated by integrat-
ing the velocity component, v', along the vortex
axis, over an area defining the vortex core, A'.

1 .27 
1 v' dA'

The area A' is defined by a circle centered at
Sf the centroid of vorticity ( w k I ) with som

PM to0Mrosmall radius consistent with the size of the
vortex. This procedure results in a numerically-
determined Rossby number. Through correlations
with other methods of determining breakdown and

25SLs dTfraiEd9gOe b experimental data on the flat plate delta wing, it
(tdsesed Nammi to Edge) has been found that Rossby numbers corresponding

AI:M AM sim In Wi oM to burst locations are near 1.0 (Ref 13). In the
pre-breakdown regions, Ro is usually high (above

Fig. I Rd F PU Swopan IW f MOd 1.8). In the post-breakdown regions, it is
usually small (below 0.9) in which case the vortex
will not be stable.

The grid was constructed by successive gener- Results
ation of two-dimensional (2-D) grids normal to the
wing centerline. These 2-D grids were generated The numerical results presented here have been
using a method that solves an elliptic system of obtained using the CFL3D code. Calculations were
partial differential equations (Ref 14). This performed at several angles of attack. Due to
procedure results in a high quality, orthogonal similarity of the solutions, results are shown
grid, even near difficult areas such as the sharp only for an angle of attack of 30". An earlier
leading edge of the wing. investigation focused on the vortex breakdown

prediction using Ruler and Navier-Stokes (laminar
The CFL3D Euler/Navier-Stokes code (Ref 15) and turbulent) solutions on the delta wing. We

was used to calculate all of the flowfields in observed that the laminar results overall provided
this study. The computational algorithm is based the best comparison with the test data (Ref 12).
on a thin-layer approximation to the three-dimen- Therefore, only laminar solutions were attempted
sional, time-dependent, conservation law form of in this study. The Reynolds number based on the
the compressible Xavier-Stokes equations. The root chord (Re) was held constant at one million.
code solves the discretized flow equations Calculations at Mach numbers from 0.1 to 0.4 were
implicitly using an upwind-biased spatial differ- performed to address the effects of compressibil-
encing scheme with either flux difference split- ity on the vortical flow and breakdown position.
ting or flux vector splitting for the convective The pre- and post-breakdown flowfield regions were
and pressure terme, and central differencing for examined using the Roesby number analysis (Ref 13)
the shear stress and heat transfer terms. In this to investigate flowfield unsteadiness. Also, grid
study, the Roo-averaged flux difference splitting embedding was used to examine grid enrichment
is applied for the spatial terms. Flux limiting effects on predicted vortex breakdown location.
is also used to alleviate oscillations near high Comparisons between the computed and the wind
gradient flow regions. tunnel test data are shown wherever applicable.

The test database consists of surface pressures,
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three-component Laser Doppler Velocimetry (LDV) The location or trajectory of the leading-edge
and seven-hole probe flowfield surveys (Ref 17). vortex for the different Mach numbers is shown in

Figure 3. Three orthogonal views of the wing are
Mach Number Effects given in this figure to completely define the

primary vortex location relative to the wing.
The experimental data used for comparison in Flow visualization data are also shown for com-

this study were obtained at a very low freestream parison. The vortex location from the computed
Mach number (M. S 0.05). It is difficult or solutions was identified by locating the points of
sometimes impossible to solve these low speed minimum total pressure in the primary vortex at
flows with a compressible CFD code since the each axial station. The computed vortex trajec-
solution may converge only after a prohibitively tories show an insensitivity to compressibility
large number of iterations. Therefore, earlier effects as there is good agreement with each other
numerical investigations (Ref 12) on this geometry and with experiment in the pre-breakdown region.
were conducted at a freestream Mach number of 0.3, The figure also indicates that the vortex follows
for efficiency considerations. an almost linear path in the pre-breakdown

regions, whereas the path becomes random beyond
Even at a relatively low freestream Mach the breakdown. The point of minim-m total pres-

number, the local Mach number in the vortex core sure after breakdown is observed to enter a
may extend into the compressible range. This is swirling type motion as it moves downstream. This
due to the accelerated flow at the core of the indicates the spiral-type vortex breakdown that is
vortex which may experience local Mach numbers two usually observed on the delta wings. The experi-
to three times the freestream value (Ref 17). To mental vortex locations are based on a visual
determine if compressibility indeed affects the determination of an average vortex center loca-
vortex breakdown location, computed solutions at tion, and therefore do not exhibit this swirling
four different freestream Mach numbers (M - 0.1, motion after breakdown.
0.2, 0.3, and 0.4) were analyzed on the medium
grid. Figure 2 shows the effect of freestream
Mach number on the local Mach number in the vortex
at 25Z root chord. It is apparent that the flow
in the core of the vortex shown in Figures 2c-2d, pwuiarm View
corresponding to M. m 0.3 and 0.4, is well into
the compressible range (local Mach number ! 0.7). - , u. o0
In fact, for N - 0.4 it reaches the sonic condi- -.i020
tion. It is interesting to note that for all ... Mu.0.0
cases the local maximum Mach number is about two 114
and a half times the freestream value.
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Figure 3 also shows that with increased Oscillations in the integrated forces and
freestream Mach number, the computed breakdown moment histories indicate the presence of inherent
location moves downstream. For the cases analyzed flow unsteadiness at high angles of attack.
here, the movement is as high as 101 chord. It is Figure 5 shows typical histories of computed lift.
postulated that at higher Mach numbers there is a drag, and pitching moment coefficients for % -
lesser influence of the downstream flowfield on 0.3. Although the solutions appear to be fairly
the flowfield upstream of breakdown. Although well converged after 1000 iterations, there are
expected to be the worst prediction of breakdown, oscillations in the forces and moment even after
the computed location for M,, -0.4 yields the best 2400 iterations. The magnitude of the oscilla-
agreeament with the test data. This may be fortu- tions are, however, on the order of 21 of their
itous, as the test data were obtained at a very mean values. Also, further iterations on the
low Mach number (% S 0.05). However, there are a solution did not improve the convergence. The
number of other issues such as wind tunnel wall oscillations in forces and moment are indications
effects, transition, etc.. that may have signifi- of inherent flow unsteadiness for such conditions.
cant effects on the breakdown locations. No For improved predictions of vortex breakdown
attempt has been made to resolve these issues in location, it is important to investigate the
this study. sensitivity of breakdown location to the flowfield

unsteadiness.
The computational breakdown locations shown in

Figure 3 were obtained by examining the axial Although time-accurate calculations should be
velocity contours. Ahead of breakdown, the used in obtaining the unsteady effects, they
contours usually have a symmetric structure with require an exorbitant amount of computation time.
the maxiimm axial velocity residing in the Therefore, a simpler ad-hoc method was sought for
well-defined core of the vortex. At axial sta- quantifying the effect of unsteady flow on break-
tions further downstream, however, the core down. The Rossby number has shown promise in
becomes more diffuse. Eventually, the contours predicting flow unsteadiness in the vortical
become asymmetric with lower axial velocities at region. Figure 6a shows a typical history of
the center of the vortex than on the periphery. Rossby number at a location (201 root chord) well
The breakdown location is thus determined by upstream of breakdown, as the solution is executed
locating the axial station where this change in for a freestream Mach number of 0.4. Figure 6b
the axial velocities is first observed, shows a similar history at a location (80% root

chord) downstream of breakdown. Ahead of break-
This method of determining the breakdown down, the Rossby number approaches a nearly

location has been applied successfully for delta constant value (about 1.9) as the solution con-
wings, and is consistent with experimental obser- verges, implying a nearly steady flowfield. On
vations (Ref 12). This method has also been used the other hand, downstream of burst, the Rossby
to establish a breakdown criterion for delta wings number does not converge. This indicates a
using Rossby number (Ref 13). Figure 4 shows how significant amount of inherent unsteadiness in the
the Rossby number behaves along the wing chord, post-breakdown region. Such an observation,
for the four different Mach numbers. It has been steady flow upstream of burst and unsteady flow
shown in Ref 13 that when the Rossby number downstream of burst, is also consistent with
reaches a value on the order of one, breakdown is experimental observations (Ref 17).
expected to occur. Although such an observation
is based on a very limited amount of experimental The effects of post-breakdown unsteadiness on
and computational results, the present results vortex breakdown location may also be examined
(Figure 4) also support such a finding. In this using the Rossby number. A breakdown location
figure, the breakdown locations shown in Figure 3 history determined using a critical Rossby number
are indicated. As can be observed, the Rossby (assumed to be 1.0, based on Ref 13) for M -= 0.4
numbers corresponding to breakdown have values is shown in Figure 7. As the solution converges,
near one. vortex breakdown first occurs at the trailing edge

of the wing and then moves upstream to about 502
Unsteady Effects root chord. The breakdown location can be

observed to be oscillating oetween chordvise grid
All calculations shown in this study were made planes over approximately 51 root chord after 2000

using a local time stepping schem to accelerate iterations. Although, the oscillations in burst
convergence. Thus, time-accurate solutions were location shown here are based on computational
not obtained. There was evidence, however, of results using the local maximum time stepping
small instabilities in the CFD solutions. These scheme, experimental breakdown location for the
solutions were examined to determine the effects 70" delta wing has also been observed to dynami-
of this unsteadiness on the vortex breakdown cally oscillate about 51 root chord for this angle
location. It should be noted that time-accurate of attack.
calculations must be performed to obtain data for
a true time or frequency response analysis.
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Grid Enrichment Effects The effect of grid ref inement on chordwise
velocity (normalized by freestream velocity) along

The medium grid used in this study is consid- a line parallel to the upper surface of the wing
ered too coarse for adequate resolution of the is shown in Figure 9. This line was selected to
vorticAl flowfields. Although only local time coincide with the maxiam chordwise velocity in
stepping was considered for this investigation, the LDV data which should be near the center of
adequate spatial resolution of the flowf ield is the primary vortex. Results for both medium and
also necessary for time-accurate calculations. To embedded grids are compared with the LDV data.
investigate the effect of grid refinement in the The computed solutions underpredict the velocities
vortical flow region, a grid embedding procedure compared with experiment, however, grid embedding
was used in which a subset of the sedium grid was improves the solution considerably. In general,
enriched equally in all index directions. The the shape of the profile is better predicted,
grid was enriched over the upper surface of the although the comparison with the test data is not
wing and around the leading edge to better resolve very good. Without grid embedding, the maximum
not only the vortical flow region but also the velocity at the vortex center is only about 2.3
feeding shear layer. The extent of embedding in times it's freestream value, whereas with grid
the normal direction was just far enough to embedding it is increased to about 3.0, which is
include the region where most of the vortical flow closer to the eaxperimental value of about 3.4.
phenomena is observed. This refinement of the Also, outboard of the vortex center location, a
medium grid yielded an embedded region with slight flattening of the profile is due to the
dimensions 81 (axial), 87 (radial), and 133 secondary vortex that is predicted better with
(circumferential). Figure 8 shows the embedded grid embedding.
region in a crossflow plane.

4.0
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S1~.8 ,

a LDV Date
- Medm GkOd
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Fig. 9 Ckomarison of hordwise Veloity Akxlg a Lne
ParSel to the Wing Upper Sudace

M ... 0.3. a30t, Re= I x t0'. x/C= 025, z 25 mm

Improved results with grid embedding can also
"be seen by analyzing the streamwise vorticity
contours (Figure 10). These contours are shown in
the pre-breakdovn region (251 root chord), for
both the medium and embedded grid solutions and
also for the experimental data obtained using LDV.
Although the computed contour levels are overall
very similar to the experimental data, the maximm

Fi. 8 ssen VieWote dded d Gil value of vorticity in the vortex core is nearly
Grid kmnsions inthe Embedded Region:81x87x 133 5.5 times greater in the LDV data than in the

computed solutions with the medium grid. Much
improvement is found with the grid embedding, for
which case this ratio is about 3.4. The resolu-
tion of vorticity in the secondary vortex region
and in the feeding shear layer also is better with
the grid embedding.
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Figures 9-10 clearly demonstrate the sensi-
tivity of the grid resolution on flowfield details
in the vortical flow regions. The effect of Effects of Mach number, flowfield unsteadi-
increased grid density on. breakdown location, as ness, and grid embedding on vortical flow struc-
determined again by the Rossby number of 1.0, is ture and vortex breakdown location were analyzed
shown in Figure 11. The burst location moves using Navier-Stokes solutions on a 701 delta wing
upstream by about 52 root chodt with the grid with sharp leading edge. Analysis was performed
embedding. Unlike the comparisons shown in for only laninar flow based on previous investi-
Figures 9-10, the comparison with the experimental gations and in order to eliminate turbulence model
breakdown location has degraded with increased effects. The computed results were compared with
grid density. This discrepancy may be due to not an experimental database obtained at low subsonic
modeling the wind tunnel walls, as the tunnel speeds. The computational solutions, in general,
blockage was approximately 10% at 40* angle of showed very good agreement with the test data as
attack. far as the vortex trajectories were concerned.

However, mixed results were obtained for the
4 streamwise vorticity, velocities near the vortex

- msdhm- o core, and vortex breakdown locations.

3 • * t For freestrem Mach numbers above 0.3, the
computed flow in the core of the vortex was found
to be well into the compressible range (N. ! 0.7).
In fact, for % - 0.4 it reached the sonic condi-
tion. With the increase in freestream Mach

9 2 number, the breakdown location moved downstream.
The movement was as high as 101 of the root chord

SLocat for the cases investigated. It is postulated that
at higher Mach numbers there is a lesser influence
of the downstream flowfield on the flowfield
upstream of breakdown.

Oscillations in forces and moment after a few
thousand iterations were used as indications of

0 unsteadiness in the flowfield. Although oscilla-
tions in forces were less than 21 of their mean
values, the breakdown location was found to wander
over approximately 51 of the root chord. This was

-I consistent with the test data.
0.0 02 0.4 0.6 0.6 1.0

Fr on ROoM Chord Prediction of the chordwise velocity near the
vortex core was improved with grid embedding.

Fig 11 Effect o Grid EmbeddingonRoesby N Amb log Without grid embedding, the mazisim velocity at
the Chord, M= 0.30,. a. 30, Re a the vortex center was only about 2.3 times its
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PLUME EFFECTS ON THE FLOW AROUND A BLUNTED CONE

AT HYPERSONIC SPEEDS
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The useful running time of the tunnel was

approximately 25ms.
Tests at M - 8.2 show that a simulated rocket The Blunted Cone Model

plume at the bae of a blunted cane can cause large
areas of separated flow, with dramatic effects on the A 7* semi-angle blunted cone model was
heat transfer rate distribution. The plume has been manufactured from "Macor" machinable glass-ceramic and
simulated by solid discs of varying sizes or by an Instruaented with nine platinum thin film gauges as
annular Jet of gas. Flow over the cone without a shown In Figure 2. The gauges were painted directly
plume Is fully laminar and attached. Using a large onto the cone surface and baked. Conductive paint
disc, the boundary layer is iaminar at separation at provided the electrical connection between the gauges
the test Reynolds number. Transition occurs along the and bras contact rods which, as shown In the figure,
separated shear layer and the boundary layer quickly ran transversely through the model. The rods were
becomes turbulent. The reduction In heat transfer connected to leads which were taken away Internally
associated with a laminar separated region Is followed and out through the support sting to the data
by rising values as transition occurs and the heat acquisition system. The gauges were calibrated by
transfer rates towards the rear of the com. immersing the model In a heated oil bath and recording
substantially exceed the values obtained without a the variation of electrical resistance with
plume. With the annular jet or a small disc, temperature over a range of approximately 20C.
separation occurs much further aft, so that heat
transfer rates at the front of the cow are comparable The discs simulating the plume were made from
with those found without a plume. Downstream of aluminium and mounted flush against the base of the
separation the shear layer now remains laminar and the cone. Later tests were made using a plenum chamber
heat transfer rates to the surface are significantly fitting mmmted on the support sting aft of the model.
lower than the attached flow values. The exhaust gas (air, argon or helium) was fid to the

chamber from an external supply via four tubes
Sattached to the sting, as shown In figure 2b. The.

large pressure ratios used. typically between 40 and
A rocket exhausting from the rear of a vehicle can 250, choked the slot between the base and the plenum

severely modify the flow In the bas region, In chamber, so that a radial Jet sheet exhausted Into the
particular, exhaust Jets can expand so spectacularly free streamL The width of the slot could be varied
at high altitude that flow separation Is Induced over between tests.
the rear of the body ahead of the Jet plume.

Heat Flux Measurement
The flow over a blunted cone at M - 8.2 was Theti flm gauges and data acquisition system

studied In the experiments described here. The produced records of electrical signals which were
exhaust plume was simulated initially by attaching one proportional to the temperature variation of each
of a number of solid discs of varying size to the u with tinme These signals must be integrated to
base of the coam, In later tests, a radial Jet of gas find the heat transfer rates which are of Interest.
(air, helium or argm) was used to moe closely modal Two methods were usd during these tests.
a real plume. Platinmm thin film gauges mssared the
heat trasfer rates an the com surface mad schileren The first method used an analogue network to
photographs showed the separated flow patterns, Cnvert the sigal from each gauge Into one

proportion to the variation of be• t trane rate
WXPEIMENTAL DETAILS with time. Such a network Is described by Mayer3 , and

his design was adopted with circuit comonpents chooem
The Hypersonic Gun Tunnel to Sift the rminig time of the gum tumel.

A sketch of the tunnel Is shown In figure i. The ,econd method ivlWved numerical Integmtion
MSmmenMts of reservoir presure, made at the end of of the temperature signals, which were either stor
the barrel, and stagnation pressure .Ip the test digitally on floppy discs or plotted out Ifto
sectlon, confrm calibratioes made earlier. hard-copy torm. Data poats tak from either

re Metatio wVer used to caloulate beat UWmter
The test conditio, bsd oan the assumption ot rates using the method described by Scmut and

perfect gas flow, were Jones.

Me S.2, N,- 2.37 x le p Inc 3wh methods were and initially. bu t the analogu
p O.Lu pea, re a L4W Pala DOtWNk began to deteriorate mu beamo ueliablea a with age. so dot most of the resuts p bel o

T* -•9-3, T, a 1290K Were famd Using the nmrical te.elqm



already occurred ahead of the first thin film gauge,

RESULTS AND DISCUSSION so that the Stanton number at that point is

considerably less than that found in the cone-only

Blunted Cone case. This is followed by a rising heat transfer rate
as the free shear layer undergoes transition to

Figure 3 is a schlleren photograph of the flow turbulent flow, so that the value of St exceeds that
around the cone when no exhaust plume is present. The of the attached flow case over more than half the
boundary layer is laminar and attached along the full length of the cone.
length of the model and the contour of the bow shock
is smooth and continuous. As will be seen later, a For the smaller disc (d/d. - 14). separation
turbulent layer can generate waves of sufficient
strength to visibly perturb the shock shape. takes place at about x/L - 0.3. Ahead of this station

the Stanton number is comparable with that of the

Non-dimensional rates of heat transfer to the cone cone-only case. After separation, the detached

surface, as measured by the thin film gauges, are laminar region exhibits a drop in St, followed by a

plotted in the form of Stanton number vs free-stream sharp Increase as the shear layer becomes turbulent.

Reynolds number based on axial distance x. Figure 4
shows the heat flux distribution found by Sperinck Those agree with those obtained by Needhami

an earlier series of tests with an identical model in and Holden In their respective studies of (1) flow

the Cranfield gun tunnel. The theoretical value for past a compression corner and (ii) flow over a step on

the stagnation point Stanton number is 0.029, so the a flat plate. In both cases, significant reductions

figure shows how rapidly the distribution falls around In heat transfer rate were found in regions of laminar

the nose of the cone: by the first measuring station, separated flow with a subsequent rapid rise as

St is less than 10% of the stagnation value. Figure 4 transition occurs.

also presents a theoretical estimate of the heat
transfer rate distribution on a sharp cone, calculated The flow past the cone-disc configuration Is

using the Mangler transformation on theoretical flat reminiscent of that over a spiked body where the bow

plate v~lues, as described by Crabtree, Dommett and shock ahead of a blunt body interacts with the

Woodley. Over the instrumented region of the moce,., boundary layer growing along the spike. The shock

both curves show the heat transfer dropping as Re wave causes separation and the separation point moves
X to near the tip of the spike, with dramatic changes to

which confirms the laminar nature of the flow. the effective shape of the body. In our tests, the
blunted cone represents the spike and the disc. the
blunt body. Adding a disc effectively changes the

Blunted Cone With Disc body shape from the initial slender blunted cone to a
les-slender cone of semi-angle S given approximately

Discs ranging in size from 1.25 to 2.1 times the by tan S - R/L
base diameter of the cone were fitted at the rear of
the model to simulate an underexpanded exhaust plume. Blunted Cone with Radial Jet
Schileren photographs of the flow over the model
showed that the presence of the disc caused separation Initial tests with the external gas supply

along a large part of the length of the cone. Figures examined the effects of slot size and gas pressure.

5 and 6 illustrate the two extremes of the range of Air Jets with total pressures ranging from 1 to 6

disc sizes tested, with d/d values of 1.25 and 2.1 atmospheres were used with slot widths between 0.5 and
4.0 mm. For comparison, the static pressure on the

respectively, surface of the cone for attached flow was calculated
to be about 0.025 atmospheres.

With the smallest disc fitted (figure 5), laminar

separation occurs at an x/L value of slightly under The effect of gap size was found to be small over
0.6, followed by a laminar shear layer. Towards the most of the range of widths tried, and a standard slot
rear of the separated zone, the shear layer thickns. size of 4 mm (later, 4.5 mm) was adopted for the
the edge becomes ragged and waves can be seen remainder of the tests. For a given gap width, the
emanating from the boundary of the separated region, extent of the separated region increased with jet

total pressure, as expected, and the variation of
As the size of the disc increases, the separation separation length with Jet pressure for one slot size

position moves forward, as shown In figure 7. The is included in figure 7. The curve shows that for a
shear layer remains laminar initially but soon become supply pressure difference above one atmosphere the
wavy and appears turbulent. With the largest disc increase of separated length with prese Is
(figure 6), the detached region begins very close to appoximately linear. Clearly, a very high Jet

the nose, separation occurring at x/L , 0.07. The presur wd be needed to cause separation nar the
photograph indicates a laminar shear layer rapidly nose as was achieved with discs with values of d/de
becoming transitional and then turbulent over most of
the Length of the cone. greater than about 1.6.

Heat transfer measurements were made using discs Tests were made using helium and argon as the

of size d/de - 1.25, 1.4 and 2.1. Results from the exhaust gas to assess the effects of using a foreign
latter two cases ae shown In figure together with g and of gam of differing molecular weights. The
lather cn-onlydisetributiown Resultfrom t the fisth results were perhaps surprising compared to an air
the ca -ony distribution. Results from thatfheat Jet of the same supply pressure, both argon and helium
case aer described later. it Is exece that heat produced slightly larger separatod regions Asming•

transfer In a region of detached aminar flow will be proucd slightly l separat rgos. numing

reduced by comparison with that In an attached laminar choked flow with the gas Issuing at a Mach number of

region. This may be sn by c aring the appropriate na. the Jet velocity for helium Is three times that
portionssofthe beat flux distributions t n thecase of air but the density Is only 1/7tJ• Thus, the mass
prtions of the heat flux distributions. In the case now r-t for helium Is lower than for air, bit the
of" the ager dsc (d/d8  - i?, separatin has W ' w a e greater.

t



For argon, the jet speed is less than that of air undergoes transition, and the Initial drop in Stanton
by some seven percent, but the density is greater by number is followed by a rapid rise as the layer
38 percent, so that the mass, momentum and energy becomes turbulent.
fluxes all exceed those of air. This would appear to
imply that the momentum or energy fluxes are of more General Comments
importance in determining the extent of separation, Flow steadiness is an important factor in any
but a more careful analysis of duct losses and actualexit conditions would be needed to determine the experiment performed in an intermittent facility like
exits ofdforgngs wouldbetneeded toa gun tunnel. In the case of these tests, comparison

merits of foreign gas injection, of schlieren photographs of nominally identical tunnel

Heat transfer measurements were made for the case runs produced confidence that the flow could be

of an air jet with a supply pressure of 75 pslg (6.10 considered as reasonably steady. There was inevitably
atmospheres total pressure) exhausting through a 4.5 some variation between runs, as indicated by themingatmosphers te 9scatter in the heat flux results, but the photographsmam gap. Figure 9 Is a Schilereri photograph of the showed the flow patterns to exhibit satisfactory

flow past the model and plume. Separation occurs at

x/L - 0.45, after which the by-now familiar pattern of repeatability.

an initially laminar shear layer undergoing transition It is also worthy of note that the flow past the
to turbulent flow over the rear of the body may be It is somworthy ofnoe tat t pastth
seen. The flow is very like that seen in figure 5 for cone and simulated plume was not perfectlythe model with a small disc (d/ds - 1.25), and the axi-symmetric. It was consistently found during

e mexamination of Schlieren photographs that separation
separation positions are similar on the underside of the model occurred slightly

further forward than that on the top side. This
Nevertheless, a gas jet will entrain flow in a indicates that there is a three-dimensional nature to

manner which a solid disc of any size cannot emulate. the flow, and the locus of separation points around
Hence, for a given separation station, one would the surface of the cone is not the circular
expect the shape of the conical separated zone to be cross-section of the body expected in perfect
more acute with jet-induced separation. The axi-symmetric flow.
experimental data supports this view.

The flow pattern within the separated region is
another example of the difference between using a The flow over a slender blunted cone at M - 8.2
solid disc and a gas Jet to simulate an exhaust plume. and Re - 2.37 x le per inch was attahd and
Figure 10 shows sketches of patterns proposed by the a
authors for the mean flow in each case. With a solid laminar.
disc mounted at the rear of the cone, the separated
flow re-attaches Itself to the surface of the disc, Simulating an exhaust plume from the base of the
producing a region of contraflow as one might expect. cone, either by fitting a solid disc or by providing a
The situation is more complex with the gas jet: the radial gas jet from a choked slot, produces widespread
boundary conditions have changed, and the requirement separation. The larger the disc, or the greater the
for the flow near the plume boundary to move outwards pressure of the gas jet, the further forward the point
with the jet gas necessitates the presence of a 2& of separation moves.
of counter-rotating vortices to satisfy both that
requirement and the need for an area of reversed flow. The shear layer is laminar at separation but can

undergo transition to fully turbulent flow before
The similarity between the air jet and small disc reaching the base of the cone and the 'plume".

cases is also seen in the heat flux distributions
shown In figure 11 Since separation does not occur The effect of the laminar shear layer is to
In either case until well back along the cone body, decrease the heat transfer rate, by comparison with
the Stanton numbers found on the first forty percent that for the coue alone, over the surface immediately
of the length of the model are comparable to those behind the separation point. As the layer becomes
obtained for the cone alone. For the air jet case, turbulent, the heat transfer rate begins to increase
separation occurs Just aft of this point and the heat and can exceed that of the cone by itself by a
transfer rate drops dramatically in the region of considerable margin. Whether the heat flux on the
detached laminar flow, before rising slowly over the rear of the cone with plume is greater or less than
rear of the cone as the shear layer appears to become that of just the cone depends on the extent of the
turbulent. separated region: the further forward the separation

point, the higher the heat transfer to the rear of the
The small-disc case exhibits like behaviour, cone.

although separation Is slightly further to the rear.
Thus, the locations at which the heat flux ACXNOW D
distribution decreases sharply and then rises gently
are a short distance behind those found using the air This work was sponsored by the UK Ministry of
Jet. Def ene under Contract SL.42Bd90. The authors would

like to thank the contract monitors Dr. A.Holbeche,
As noted previously, the heat transfer rate Mr. J.Woodley and Dr. P.Marriot for continual

distributions shown in figures 8 and 11 agree with encouragement and many helpful discussions. However,
similar measurements made in other Invetiqtlomn the views expressed are those of the authors alone.
Figure 12 shows the distribution found by Holden when
studying the flow past a step on a flat plate at M0  British Crown Copyright 1991/MO. Published with

'm the permission of Her Brittanic Majesty's Stationery10. The step causes laminar separation on the plate Office.
and the heat transfer distribution reflects this
behaviour. The separated shear layer subsequently
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COMBINED FORCED AND FREE CONVECTION IN A
CURVED DUCT

By
Clement G. Yam and Harry A. Dwyer

.University of California, Davis
Department of Mechanical and Aeronautical Engineering

Davis, CA 95616

this study due to clear physical inurpretahion of th integral
The purpose of this study is to investigate the flow and heat equations. A detail discussion of the initial and boundary

tranfer characteristics of a combined forced and fre conditions for this problem is also Included. Solutions are
convection flow in a curved duct Solutions ae obtained by presented in the form of two-dimensionl contours and te-
solving the low Mach number model of Ut Navier-Stoine dimensional surface contours in order to indicate t local
equation using a control volume method. The fti•te-volume variations. One-dimenioal plMs are used to show te globSl
method has been developed with the use of a ptedictor- results. A detail discussion of the flow strcture and local het
corrector numerical scheme and some new variations of the manter rate of the combined forced and free convection flow
classic projection method. Solutions indicated that the field and its different with a forced convection flow field is
existence of buoyancy force has changed the entire flow also prment in hs study.
structure inside a curved duct. Reversed flow at both inner and
outer bend is observed. For moderate Reynolds number the 2) Goenin E .ud
upsuem section of the duct has been significantly influenced
b-y Uth free convection processes. In general heat transer is For internal flow, the dimensionless variables are defined as
strong at the inner bend of the beginning of the heated section
and at the outer bend on the last half of the heated section. The
maximum velocity location is strongly influence by Uth
combined effects of buoyancy and centrifugal forces. Strong - P P-P
buoyancy force can reduce te stengMh of th secondary flow P h T ; x ME; 'U m T-. r= •
where it plays an important role in mixing T-T W - tUP U

1)ItguU Y TH-TWO' L-

Steady flow in a curved duct is of practical engineering where phft is te desity at te inlet of the duct, L is the
interest and was first investigated by Dean [1], [2]. The main refenc length and is the radium of the duct. Tiole is the
concern of the fluid mechanics problem is to determine te temperature of the inlet fluid, TH is the maximum temperature
total pressure drop in the flow since a duc with a bead has a of t system, t is time, Ud is t ference velocity cale and
higher pressure drop due to tUe secondary motion of the fluid.
Inerest alsooccurs in this type of flow for the mixing of is defned by tl mean veloci t th inlet which has t
chemicals by the secondary motion. If the mixing is adequate following fom:
thn additional pumping is not required. 11 Vi. dH

Combined forced and free convection is of great importance A
in the design of heat exchanes like he cooling of del onic Uni=
equipment by Freon-12 wher inside th cooling coil the f dAWI
buoyancy force is higlhr than convection force. Moreover, the A

effect of secondary flow is of great important a it can enhance
Ut overall heat transf rate lik design of a cooling cad The reulin dimensiole s governing eumatio (omintint
a nuclear reactor. Unlikt•e straight duct flow., which can be Ovres) with rt Douineq appoximaio have Ut
solved analytically by using the parallel flow assumpti, the flowing forms
flow in he curved section is nm parallel and is mone comple.
Most of Uth recen reearch efforts by Maslllyah (31, Sob and 1) Continuity Equation:
Drw [41, [51, and Yao and Bo (6]. are limited only to a
curved duct because Ute problem can be written in a toroidald I ~-nd,•me,•eSm.'n•,•, nm~m d~m~• ,m,111 pdV' + JpVidArno
coordiuate system. This is Uth first three dimensional numericaliV
study of a curved duct with straiglt doct(s) attached whee Uat
usage of a mon-orthoona me* is required. whern t it Ut time, p is Ut density. # is do velocity vector.

NuiEM a solutions a obtained by solving th Som l it is the uit noma vec pointing out of do co l vlolme,
qloodns in a body fid non-or, ogona.i ,-, n n mi sys$m. dV is do finite volume., and dA is Ut area on each uufac of

A con• u volume form of dt oVvmug equatim is uaed In the finift v me.



2) Momentum Equation:
schematic of the experimental apparatus is shown in Figure 1.

aII V dV + p jjj (V .V)Vdd The parame•e used i expermen (Reynolds number of
Pa .Y d 59.92 and 246.69, Rayleigh number of 2.57410 4 , curvature

S+A + -- Ra j-• pTd' ratio of 1:10.9 and Prandtl number of 0.7) are imported in the= - jpndA + j J * n dA - current numerical study.
A A Re-Pr v

3) Thermal Energy Equation: 4) Nmerical Methods

T JJJTdV+ I+I(V.Y TdV
at V J The problems of interest have geometries that are very

= JJ VT- dA + Ec Pr j + JJJ pPdV difficult to describe using a Cartesian coordinate system. Thus.
A , at a coordinate transformation is used to define a body fitted

+ -fP ,-'dA coordinate system. For the problems of internal flow in a

A curved duct with straight duct attached, a three dimensional
boundary fined, non-orthogonal coordinate is used. Typical

_gLIAT Buoyancy Force grid systems for the surface and sections of the curved duct are
where Rayleigh Number (Ra) = Viscous Force shown in Figure 2 through 5.

v Viscous Diffusion All derivative terms in the equation of motion are evaluated
r u Heat Diffusion with the use of the generalized coordinates and this involves a

E U2  Mechanical Enesy coordinate transformation. A detail derivation of the
r N e ) -= Thermal Entry transformation is shown by Dwyer and Dandy [9] and Yam[7).

where A is the coefficient of thermal expansion, g is the
gravitation vector, AT is temperature difference defined as TH-

Tine, U is the reference velocity scale defined as the mean The control volume equations (integral equations) consist of
inlet velocity, and v is the kinematic viscosity of the fluid. volume terms and surface terms. The volume and surface area

of a control volume can be obtained by the usage of vector
For subsonic flow (i.e. low Mach number) with a moderate operations. For control volumes with cell centers located at a

Reynolds number, the Eckert number is much smaller than singular point (like those at the axis of the ellipsoid grid), all
one. Hence the viscous heating term and the flow work term the dependent variables can become coupled with the adjacent
can be neglected. The dimensionless thermal energy equation cell through the convection and viscous terms. This leads to
has the following form: difficulty with implicit solvers. A simple solution to this

problem is to put the cell surface at the singular point. As
a err + rr -V .. T rr . shown by the governing equations, the only terms that exist at

J- J TdV + f ( ) TdV = J a dA the control surface are those of the flux and pressure terms.
V 5' A Since they are being muluplied by the surface area of zero, the

excessive coupling is removed. The cell center of the control
A detail derivation of the low Math number model equations cell however is still coupled to the rest of the system by the
with the Boussinesq approximation is shown by Yamn [7]. remaining five surfaces. A detail discussion of is shown by

Yam [7].

3) Problem of Interest

m) F~n~te Ver. F4 m-
An experiment with combined forced and free convection in a
curved duct has been performed by Cheng and Yeng [8], [9]. In this study, all the variables are defined at the center of
In the experiment, a curved duct with a straight long entrance the control cell. When variables are needed at the surface of
length is fabricated. The straight long entrance length is to the cell, averaging is performed. and gradients ae evaluated
ensure a fully developed parabolic velocity profile at the with a second order finite difference with respect to the cell
entrance of the heated curved section. (We will later see that surface. Thus, discretization of the governing equations in
this is not always true). A hot water jacker is inserted into the generalized coordinates is second order accurate in space.
curved section to create the heated section. The heated curved However, for the internal flow. the resulting maximum
section is then oriented in a vertical upward direction. Room Reynolds number that we can run to obtain solutions is limited
air from a compressor is used as a working fluid inside the to 200. One way of increasing the Reynolds number is oy
assembly. Smoke generated by burning paper straws is injected adding more grid points to the physical domain. This, however,
at the straight duct entrance. Photographs of the secondary is limited by the capacities of current computers. An
flow patterns are taken at the exit of the curved duct where the alternative is to add artificial dissipation only to the stream
heated air is discharged directly into the sumromding an Jet. A wise directioa to enhance the stability of the numerical scheme.



This is done by adding 1 to the diffusion coefficient quantity. The pressure gradient (pressure drop) is a result from
2 v the balancing of the forces on the fluid particles. Thus, velocity

of the stream wise viscous term whr and pressure are unknowns everywhere. For the combined
e is the local s forced and free convection flow, it is assumed that the duct has

wta long straight inlet section such that before the entry of the
we vheated curved section, the flow is fully developed. Thus the

control volume in the stream-wise direction: velocity field is assumed to be parabolic everywhere. The
pressure field is assumed to have a uniform pressure gradient

As shown by Yam [7], the areas on the control cell are along the duct system. For the temperature field, it is assumed
defined by the cross product of t',e two position vectors located that the &emperature is uniformed everywhere and is equal to
on each surface. These two position vectors are determined by the inlet temperature.
linear interpolation between the grid points where the surface
is located. For a control volume with plane surfaces this is a The boundary conditions for the velocity and the pressure
good method of determining the surface area, however the fields are more complicated. At the surface of the duct, the no-
resulting surface integral of area is not always equal to zero. slip velocity still holds. A zero pressure gradient is applied at
This can lead to truncation error in the governing equations the surface. The velocity profile at the inlet is also fixed and is
where surface integrals are evaluated. A typical and an that of the parabolic profile. Hence the velocity correction is
important example is the pressure force term in the momentum specified to be zero. The pressure, however, is to be
equation. The difficulty can be overcome by correcting the extrapolated from the pressure at first cell next to the inlet.
pressure force term as: This will allow the inlet pressure to change in order to Satisfy

the balance of momentum at the first control cell. At the exit,

- If P in-dA P - P dA + PJ j-dA the velocity field is assumed to be fully developed. Thus, the

A At it velocity gradient along a stream line is zero. Again, we
extrapolate the pressure for the exit pressure field. For the

Thus any error in the evaluation of the areas is compensated by temperature boundary conditions, the wall temperature at the

the second term and the finite volume equations will accept straight section is equal to zero while the temperature at die

uniform solutions. curved section is equal to one, The inlet temperature is held
constant with a value of zero. At the exit, the temperature field

IV) Munm[mlj t is assumed to be fully developed. Thus. the temperature
gradient along a stream line is set to be zero.

After the governing equations have been transformed intofinite-difference equations, a numerical scheme must be As a comparison, a pure forced convection through a 180
employed to solve the system of equations. An iterative degree bend duct with straight ducts attached is included in this
implicit scheme with replacement (Poedtiton. An i - study. However, the inlet straight section of this case is relative
Corectr) is used in this study. This is variation of - shorL It is reasonable to assume ,hat the flow at the inlet is
alternate line implicit method with replacemenri A detail mainly composed of an inviscid core since the boundary layer
discussteione im ownbyYmethod [7 th T epladva entage o de has not yet been established. Thus the initial condition for the
discussion is t iown by Yam i. The advantage of using this velocity field is assumed to be an inviscid velocity profile with
type of iteration scheme is that it has a fa convergence rate zero velocity at the wall everywhere. For the temperature, the
compared to other iterative methods M. initil and boundary conditions are the same as the above case

VE2 1 solr with the exception that the straight section is also heated.

A summary of initial and boundary conditions for this case
The governing equations consist of the continuity equation, is listed in Table 1.

three momentum equations, and energy equation with un-
knowns of U, V, W, P and T. The velocity field is obtained Table I
through the momentum equations, and the temperature field is lblthd ad Boundary C liton for Forced and Free
obtained from the thermal energy equation. However. we do Cm, ecton (Mim Driven) Interml Flow
not have an explicit equation for the pressure field. Thus,
special treatment must be used in order to obtain the pressure
field. The method that was used to obtain pressure for this Velocity Temperature Pressure
study is a variation of the method developed by Chorin [81. A Initial V=V(Pn) T = 0 P = P(,11)
detail discussion is shown by Yam [7]. C ditions

VI) Inlital Condltlo Andu Cm toBody =0 T-Tvall L=0
Boundaryions

Due to the elliptic nature of the governing equatioms,
boundary conditions must be given at all bondaries. For Field '#(•,r) T=0
Moreover, since all variables ae a function of both space and Upmstn roT the flow
time, initial conditions for all variables must also be given. For Boundary td.
ma-s driven internal flow, the man flow rate is the only known C ditions



For inernal flow dte mean temperature is defined as
SFar Field aITno oaluteDown- = 4 frmthe flow I ~ ida7a7a T._ TV-nd

stea 5 fied. f f -V-.d
Conditions

while the local Nusselt Number is defined as

Nu =• -h r
A ~~ Tum--- Te Twdu

A primary obcive oi this study is to detrmine the surface
(nomal and shea stresses, surface heat flux and the internal
flow structure inside a straight-curved duct subject to a and can be viewed as the ratio of the heat flux due to
combined forced and free convection. With the gravity vector convection and the heat flux due to conduction. A high Nuselt
parallel to the plane of symmetry of the geometry of this number means •eat tranrser is dominaed by convection while
problem, and with the assumption that the flow is symmetric in a low Nusselt number means hea transfer is done mainly by
the cross-section of the duct, only half of the domain needs to conduction.
be computed. (Hence symmetrical boundary conditions of an
gradients equal to zero and the velocity vector tangent to the To test the evaluation of the local heat transfer rate, a test
plane of symmetry are imposed at the plane of symmetry.) case of fluid with inlet temperature of 1 and cooled wall

temperature of 0 in a straight duct is calculated. The mean
We have placed 15 geometrically stretched (of I I percent) temperature and the Nusselt number are calculated and the

grid points in the radial (11) direction, 19 geometrically results are then compared with theoreical values with excellent
setced (of 9 percent) grid points in the circumferential () areement
direction and either 46 or 61 grid points in the stream-wise (0
direction. By srewn in the radial direction, we have a grid )
system that can capume the boundary layer next to the walL.
The stretching in the circumferential direction allows us to
obtain a mote accurate secondary flow in a curved duct. A Cm 1: Re -S.9, Ra - 2.57410 4, Pr 0.7
typical example of the grid system used in the curved duct
problem is shown in Figures 2 to 5. A dimensionless time step We begin the study with a curvature ratio of j-. Reynolds
(At) of 0.1 is used in these calctultions. A Prndtl number of number of 59.92 Rayleigh number of 2.x104 and Prandd
0.7 is used through out this study. number of 0.7. A total of 19x15x6l grid points are used in this

A) & study.

The formulation of the internal flow part of the code is At this Reynolds number, the entire flow field is dominated
tested by running a series of steady state test cases, Steady saft by buoyancy affects. The eulting presu contour at the
is assumed to be reached when the divergence of the velocity plane of symmetry and the pressure contour at the surface of
field is dropped to machine zero and the relative change in the the duct are shown in Figures 6 and 7. It is clear that the
velocity field is in the orde of 104. is generanly t= 1200 pteas, e distriultion has talen the form of hydrostatic.
time steps. The resulting velocity profile of the tes ca se a h press at the inner wall, at the center line of the ductcompared with the exa solutio For the mes driven cae andat the outer wall verses the K-station (where K equals 1 is
with an inviscid inlet velocity being rescribed. the entrnce at the inlet, while K equals 61 is at the exit) as shown in Figure

length before the flow becomes fully developed in a straight S. The reasn for plotting the pressure agaist the K-ststion is
duct is calculated and is compared with experimental d m is o o pyi lengd scale one can plot the
correlations. The resulting pr e drop, and velocity profiles p ur The numbe of the K-msoi can be viewed as the
at the fully developed region an compared with the exact l sa r, this is one way of presenting
soludons The comparison is good since the erros in velocity combined results in straight and curved sections in a one-
and in pressure drop are in the order of discretization ersor. dimensional plo. The unusual r'g of the maximum and

Two test cases of mass drive flow in a 180 degrees curved minimum value location at the cross-section of the duct is a
duct, cwvma ratio (radio of curved duct radius W to the chartristic of hydrostatic pressure distribution in" a

main curved radius R...) of with Reynolds mb of U2 curved duc

mid 900 mem €clnad M reulting speed contr a The crin flow velocity field is show by the velocity
secondary flow field wm t compared with tie numeril vector plot at the symmetry (X-Z) pl-e (Figure 9). At de
resl obtained by Sob and Dre (4) with excellent WK tie veocty profle is paraboli as discussed pmvio y.
aguemmit. A dal discssio of the oluions and compawism As the fluid particles aler the crved sec1iono heat is added to
is shown by Ym [7]. it. With the combinZd i of tboyb"=y d nila



forces, the fluid particles tend to move to the highest portion of
each cross section the duct. This is shown by the maximum
velocity located at the inner bend of the duct as indicated in flow is not strong enough to push the smoke from the outer
Figure 9. In order to satisfy mass balance at each section. those wall back towards the inner wall. This is qualitatively
fluid particles at the outer bend where buoyancy force is comparable to the temperature contour (Figure 15) where the
relative weak (when compare to those at the inner bend) hive temperature contour lines done not indicated a downward flow
to flow backwards. This reversed flow at the outer wall travels motion next to the wall. (The detection of downward motion is
upstream of the curved section to the straight section due to the detacted by the curvature of the contour lines and will become
low inertia of the fluid particles as indicated in Figure 9. The clear when a higher Reynolds number case is discussed in a
flow field has this nature until 80 degrees of the bend, when later section)
both inertia force and buoyancy force acted in phase to push
the fluid particles upwards. The speed contour (Figure 10) at The local Nusselt number at the inner bend, at the top of the
the plane of symmetry clearly shows the reversed flow region duct, and at the outer bend are calculated and are shown in
at the outer bend of the curved inlet. Figure 17. From this local Nusselt number plot, the heat

transfer rate at the inner bend of the curved inlet section has
As the flow continue to develop, the centrifugal and increased from a Nusselt number of 6.9 to 8.6 (where the shear

buoyancy forces act together and continue pushing the fluid stress is at a maximum) then decreased back to 0.7. This is
particles downstream where a reversed flow at the inner bend caused by the thermal boundary layer being pressed into the
is then observed. As the flow continues to develop, the inner wall by the buoyancy force. As this boundary layer lifts
maximum velocity location starts moving towards the outer off from the inner wall, the resulting heat transfer rate drops to
bend. As the flow reaches the exit, the buoyancy and zero. At the outer wall, the reverse of this affect is observed.
centrifugal forces a out of phase and the maximum velocity The Nusselt number remains closed to zero at the beginning of
is located near the outer bend. The corresponding surface total the curved section where reversed flow is observed. At about
shear stress is shown in Figure 11. It is clearly shown that the 80 degrees into the bend. the Nusselt number started to
maximum surface shear stress is located at the inner bend of increase up to 6.8 (at 120 degrees ) and remains constanL At
the curved entrance region due to the high velocity gradient at the center of the duct, the nusselt number takes on a more
that location. The minimum shear stress region (with an convectional form of having a maximum value of 7.0 at the
opposite sign due to the reversed flow) is located at the inner entrance of the heated section and the continues to drop to a
bend immediately downstream of the maximum region. Th constant value of 1.9. This shows that the heat transfer rate in a
speed contour at the 80 degree cross section where the reversed straight-Curved duct is higher than that of a straight duct where
flow region exists at the outer bend is shown in Figure 12. A the Nusselt number for a fully developed flow base on radius
secondary flow is also observed at the exit of the duct as has a value of 1.8.
indicated by the velocity vector plot at the exit plane as shown
in Figure 13. The center of the secondary flow is located at the The mean duct temperature is shown in Figure 18. The
top half of the duct due to the strong buoyancy force. mean temperature increases from 0 at the beginning of the duct

(at the straight section) and drops back down to zero at the
From the temperature contour at the symmetry plane beginning of the heated section. This is due to the reversed

(Figure 14), we can see that thermal boundary layer formed flow of the heated fluid flow at the inlet section. As the flow
rapidly at the inner bend of thu curved section and is confined continues to develop, the mean temperature continues to
to a thin layer. At the outer wall, the thermal boundary layer increase to 0.98 at the duct exit.
flows backwards to the straight section before convecting
downstream. This is due to the reversed flow (shown by the Cse U1: Re = 246.69, Ra = 2.57x10 4 , Pr = 0.7
velocity vector plot at the symmetry plane in Figure9), where
fluid particles that have been heated up by hot curved wall The second case presented here is for a Reynolds number of
have convected backwards to the straight inlet section. 246.69, Rayleigh number of 2.57x10 4 and Prandtl number of

0.7. The curvature ratio aid grid density are the same as Cae
The temperature contour at the exit plane is also shown in L.

Figure 15. We can see that the temperature gradient at the
outer wall is at i maxL9,um while the temperature gradient at At this Reynolds number, the buoyancy affect dominates
the inner is at a minimum. Since temperature can be view as a the region next to the inner wall at the last half or the duct
passive scalar, the temperature contour can provided us a view while the centrifugal force influences the region next to the
of the flow field. Comparison of the temperature contour at the outer wall of the entire duct system. This is shown by the
exit (Figure 15) with the secondary flow smoke pattern (Figure pressure contour at the plane of symmetry in Figure 19. We
16) obtained by Cheng and Yuen [8] where the Reynolds can see that the pressure contour has taken the form of
number, Rayleigh number and curvature ratio is identical to hydrostatic (parallel line with respect to the horizon) at the
this case is then made. inner wall while centrifugal force (contour lines curved

upward) is evident at the outer walL The pressure at the inner
From Figure 16, we can see that the buoyancy force is pushing wall, at the center line of the duct and at the outer wall are also
all the smoke towards the outer bend and is confined to the top presented as the function along the duct in Figure 20. The
30 percent of the cross-sectional area. Since at this Reynolds unusual reverse of the maximum and minimum value which is
number, the centrifugal force is relative weak, the flow field is a charcristic of hydrostatic preanure distribution inside a
dominated by the buoyancy force. Moreover the secondary curved duct occurs near the exit of the duct while the



centrifugal force dominated pressure distribution is itplane is also shown in Figure 29. We can see that the
thenrimgalf oforhe domred pssuret i st temperature gradient at the outer wall is at maximum while thetemperahush gradient at the inner is at minimum. Furthermore,

The cross flow field is shown by the velocity vector plot a the maximum temperature region is closer to the outer bead
the symmetry (X-Z) plane (Figure 21). As the fluid particles when compare to the lower Reynolds number case (Figure 15)

enter the curved section, heat is added to it. With the combined due to the higher centrifugal force.

influence of the buoyancy and inertia forces, the fluid particles From the secondary flow pattern (Figure 30) obtained by
tend to move to the highest portion of each cross ý.,ction the Cheng and Yuen [81 with the same Reynolds umber. Rayleigh
duct. This is shown by the maximum velocity located at the number, Prandtl number and curvature ratio, we can see that
inner bend of the duct as indicated in Figure 21. In order to the smoke at the outer bend has been convected towards the
satisfy mass balance at each section, those fluid particles at the inner bend by the onge secondary flow. The smoke has
outer bend where buoyancy force is relative weak (when occupied 70 the trofge cosdsry inlow.mThe is is
compare to those at the inner bend) have to flow backwards. occupied 70 pearent of the cram-sectional tar. This is
However, unlike Case L the incoming fluid has enough inei qualitative comparable to the temperature contour sFighwa 29)
such that reversed flow does not occur at the straight inlet where the temperature contour lines shows a concave down
section. The reversed flow at the outer wall continues up to shape which indicated that it is being bend by the downward
degrees of the bend. At the 55 degree location, both inertia and flow at the duct wall region.
buoyancy force have accelerated the fluid particles in phase From the local Nusselt number plot (Figure 31). the heat
such that a reversed flow at inner bends is observed. (Hence a transfer rate at the inner bend of the curved inlet section has a
reversed flow at both the outer and inner bends is detected Nusselt number of 8.6 and then continue drop to a low value of
from 55 to 60 degrees). Moreover, the maximum velocity 0.t183 where the thermal boundary layer have lift off the innerlocation has shifted from the region next to the inner bend to 013weetetemlbudr ae aelf f h
the region next to the outer bend. The combined forced and bend (K=31). The Nusselt number there increases slightly andhas a value of 0.45 as the flow exits the duct. At the outer wall.
free convection is so strong that the reversed flow at the e Nusselt number has a maximum of 3.12 at the beginning ofbend continues up to 150 degrees of the curved section. As the hNuelnuerasaaim o3.2atebiungf
flow continues to develop, the maximum velocity location the heated section and then drops back to have a low value of0.2. This is the location where the thermal boundary layer has
moves towards the outer bend. As the flow reaches the exit. the lifted off from the outer wall due to the buoyancy effect. At
buoyancy and centrifugal forces act out of phase and e K=25, the Nusselt number started to increase rapidly to a high
maximum velocity is located near the outer bend due to the value of 13.5. This is due to the reattachment of the thermal
centrifugal force. Speed contours at the plane of symmetry are
also shown in Figure 22. The reversed flow at the beginning of boundary layer being pushed to the outer wall by the combined
the outer bend and at the mid-section of the curved duct is effect of buoyancy and centrifugal forces.
clearly shown. The corresponded surface total shear stress is The mean temperature along the duct is shown in Figure 32.
shown in Figure 23. The maximum surface shear stress is The mean temperature has increased from 0 to 0.82 at the duct
located at the outer bend of the curved section due to the high exit. This shows that even though the Nusselt number reached
velocity gradient. The minimum shear stress regions (with an an asymptoti value. the flow is not thermally fully developed.
opposite sign due to the reversed flow) are located at the outer
bend at the beginning of the curved section and at the inner Re -2 Pr -.7
bend of the last half section.

A secondary flow is observed at the 75 degrees station and For comparison. a simila forced convection cas without

is shown in Figure 24. The speed contour at the location where body force is present here. A curvature ratio of T, Reynolds
the reversed flow at the inner bend is shown in Figure 25. A number of 242. Prandtl number of 0.7 is used in this case. A
secondary flow is observed at the exit of the duct as indicated total of 21xl5x46 grid points are used in this study. The grids
by the velocity vector plot at the exit plane as shown in Figure in the straight duct section and in the stream-wise direction are
26. We can 3ee that the center of the secondary flow is located expanded geometrically by 10 percent. The resulting grid
at the mid section and the strength of the secondary flow is system is shown in Figures 3, 4 and 5. The flow is driven by an
stronger than that of case one due to the strong centrifugal imposed mass flow rate thus the only known quantity is the
effect. The speed contour at the exit where the high velocity velocity field at the inlet. The initial and boundary conditions
gradient is located next to the outer bend is shown in Figure used for this case have already been discussed in the initial and
27. boundary conditions section.

From the temperature contour at the symmetry plane The calculated pressure distribution is presented by
(Figure 28). we can see that thermal boundary layer formed plotting. (1) the pressure at the inner bend, (2) the pressure at
rapidly at the inner bend and is confined to a thin layer while the center line of the duct, and (3) the pressure at the outer
the thermal boundary layer at the outer bend grows rapidly due bend verses the K-station as shown in Figure 33. The resulting
to the buoyancy force. As the duct turned, the combined pressure contour at the plane of symmetry and the pressune
buoyancy and centrifugal forces have lifted the thermal contour at the surface of the duct are also shown in Figures 34
boundary layer away from the inner bend and pushed it against and 35. From the presur profile, Figure 33, the inlet pressue
the outer bend where the thermal boundary layer formed at the center is slightly lower than the pressure at the walL This
tightly against the outer wall. The temperature contour at the is caused by the inlet flow still being mainly composed of an



inviscid core with a boundary layer starting to develop. As the the secondary flow velocity vector located at the 90 degrees
boundary layer grows, the displacement thickness also grows. section in Figure 38. As the fluid exits the curved sectiQn and
This increase of the displacement accelerates the main inviscid enters the straight section, the maximum velocity is still
core in order to maintain the mass balance. By Bernoulli's law, located toward the outer wall. The speed contours at the exit
as the velocity increases, the pressure decreases. Thus the plane is shown in Figure 39. The cross velocity vector at the
pressure is lower at the center. As the fluid enters the curved exit is also shown in Figure 40. The secondary motion is still
section, the pressure at the outer bend is higher than the clearly defined with the center of the secondary flow located at
pressure at the inner bend. This is due to the centrifugal force the lower region of the cross section. Without the influence of
exerted at the duct wall by the fluid particles. Note that at the the buoyancy force, the secondary flow is strong enough to
outer wall of the entrance region of the curved section, the move some of the fluid particles towards the inner bend as
pressure gradient is almost zero. Although there is a slight indicated by the 'concave downward shape of the speed contour
pressure oscillation at the exit of the curved section, this is due line. (Without body force, the temperature contours are the
to the lack of resolution of grid points in the stream-wiSe same as the speed contours).
direction. This problem can be over come by adding more
grids to the stream-wise direction. Thle total surface shear stress contour is shown in Figure 41.

There is a large area of minimum shear stress located at the
From the surface pressure contours, Figure 34, there is a inner bend with a large area of maximum shear stress located

pressure drop along the straight section of the duct, however, at the outer bend. This is obvious from the velocity vector plot
the pressure is almost uniform across the duct. We can also see (Figure 36), we can see that the velocity gradient is higher at
that from Figure 34, not only is there a pressure difference the outer br " n at the inner bend. At about 80 degrees from
between the inlet and the exit, but also a pressure difference the inner bti, a unall region of maximum change in the shear
between the inner bend and the outer bend due to the stress is observed in Figure 41. From the secondary flow
centrifugal force acting by the fluid. At the outer bend of the velocity vector plots (Figure 40), we can see that the center of
entrance of the curved section there is a region where the the secondary flow and the maximum secondary velocity
pressure is uniform and it is shown in both pressure contours at gradient are located at about 80 degrees from the inner bend.
the plane of symmetry, Figure 34, and at the surface of the This indicates that the region of maximum changes in shear
bend duct, Figure 35. This is due to the increase of the pressure suress at the surface of a curved duct has the same angle that is
by the centrifugal force acting at the curved section. Unlike the between the center of the secondary flow and the plane of
combined forced and free convection, here the pressure at the symmetry.
outer bend remains higher then the pressure at the inner bend
of the samc cross section throughout the curved section. From the temperature contour at the symmetry plane

(Figure 42), we can see that a thermal boundary layer formed
The velocity profile for this case is significantly different rapidly at the outer bend and is confined to a thin layer. At the

than that of case UI. Unlike case II where the maximum inner wall, the thermal boundary layer formed at the straight
velocity location started off at the inner bend and later on section continues to grow at the curved section and eventually
moved to the outer bend, the maximum velocity location disappeas. Unlike the combined forced and free convection
started off at the region next to the outer bend and remained at case, the thermal boundary layer at the outer bend never lifts
the outer bend. A detail description of the flow development is off the duct wall. The thermal boundary layer (Figure 42) at
discussed as follows. the inner wall start growing rapidly as it enters the curved

section while for the combined forced and free convection case
The velocity profile (Figure 36) at the inlet is an inviscid (Figure 28), the separation of the thermal boundary layer has

one which is explicitly specified. As the flow enters the delay up to 55 degrees into the curved section.
straight inlet section, the boundary layer started to grow,
however due to the shortness of the straight section, the flow is The mean temperat- and the local Nusselt number at the
still composed mainly of an inviscid core. As the fluid particles inner bend, at the top of the duct, and at the outer bend are
enter the curved section, the velocity profile tends to build up shown in Figures 43 and 44. Unlike the combined forced and
at the outer wall. This is due to the particles coming from the free" convection cases where the Nusselt number at the inner
straight section still want to go straight by their momentum. bend first has a high value and then at outer bend has a high
However, because of the existence of the solid curved wall the value (Figure 17, Figure 31), the forced convection case has a
fluid particles have no choice but to change their course to higher Nusselt number at the outer bend than when compared
follow the curvature of the duct. This lead to a larger buildup to the inner bend at all location (Figure 43). From the local
of the fluid particles at the outer walL The existence of an Nusselt number plot (Figure 43). the heat transfer rate at the
inviscid core (where velocity shows a flat plateau) can still be inlet section is decreasing uniformly across the duct. As the
observed up to the 45 degrees station of the -- rved section. flow enters the curved section. the heat transfer rate at the
The developing region exists to about 110 degrees until the outer bend continues to increase from a Nusselt number of 2.7
flow in the curved section becomes fully developed. (Further to 9.8 towards the end of the curved section while the Nusselt
study by Yam [7] has indicated the existent of the inviscid does number at the inner bend continues to decrea to a steady
not have major influence in the heat ansder part of the value of 0.6. This shows that the beat transfer rate at the outer
problem). At the fully developed region, the velocity profile bend is 5.4 times anigher than that of a straight duct (Nusselt
has the maximum located closed to the outer walL The speed number of 1.8). At the inner bend, however, the heat tranfer
contour at 90 degrees section of the curved duct is shown in raft is about 3 times lower than that of a straight duct. The beat
Figure 37. A et'onadwy flow is also observed and is shown by rander is about 16 times higher at the outer bead when



compared to the heat transfer at the inner bend. This is outer bend thus lead to a high Nusselt number at the
reasonable because the fluid particles are convected into the outer bend at the last half of the curved section.
wall at a much higher rate at the outer bend then that at the
inner bend. The overall heat transfer rate in a curved duct is When comparing the combined forced and free convection
also higher than that of a straight duct This is due to the results with the forced convection results, we notice that:
secondary fluid motion that enhances the heat transfer. As the (1) The maximum velocity location for the forced
fluid leaves the curved section to enter the straight section, the convection is next to the outer bend due to the
Nusselt number at inner bend and at center start to decrease centrifugal force in the entire flow field.
while the Nusselt number at the inner bend starts to increase. If (2) There is no reversed flow exist in the entire flow
the straight duct section at the exit is long enough, one can field for the forced convection.
expect that the Nusselt number will approach the value of the (3) The secondary flow is stronger for the forced
straight duct (i.e. Nusselt number of 1.8). The resulting surface convection case when compared to the combined forced
beat flux contour (Figure 45) shows that the region at the inner and free convection case due to the lack of the
bend has a lower heat flux value than the region at the outer buoyancy force.
bend. (4) Heat transfer rate at the outer bend is always

stronger than that at the inner bend for the pure forced
6) CoflJEIon convection case. This is due to the centrifugal force thatpushes the thermal boundary layer closed to the outer

Solutions for the combined free and forced convection in a watlb
curved duct are obtained by solving the low Mach number
model of the Navier-Stokes equation using a control volume References
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The region where maximum velocity located near the
inner bend is buoyancy force dominated while the 3. Masliyah, J. H., "on Laminar Flow In Curved Semicircular
region where velocity located near the outer bend is a Ducts', J. Fluid Mech. (1980), Vol. 99, part 3, pp.469-479.
result of the combined buoyancy and centrifugal forces.
(2) Reversed flow exists at the beginning of the outer 4. Sob, W. Y. and Berger, S. A.. "Laminar entrance flow in a
bend of the curved duct. This is due to the strong curved duct, J. Fluid Mech. (1984), VoL 48, pp 109-135.
buoyancy force which entrains fluid particles upwards
Fluid with lower momentum have to flow backwards in 5. Sob, W. Y. and Berger, S. A., " Fully developed flow in a
order to maintain mass balance. curved duct of arbitrary curvature ratio', International Journal
(3) Reversed flow exists at the inner bend of the last For Numerical Methods in Fluid, VoL 7, pp. 733-755, 1987.
half section of the curved duct This is due to the strong
combined inertia, centrifugal and buoyancy forces that 6. Yao, L Y. and Berger, S. A., "Flow in heated curved ducts".
accelerate the fluid particles at the outer bend forward. J. Fluid Mech. (1978), VoL 88, pp. 339-354.
Again this reversed flow is a necessary condition for
the conversation of mass. 7. Yam, C. "An Investigation of Flow Strcture and Heat
(4) Secondary flow exists in the flow structure. At Transfer Characteristics of Three Dimensional Flows", (1991)
lower Reynolds number, the strong buoyancy force has Ph.D. Dissertation. University of California, Davis.
reduced the effectiveness in mixing. This was observed
by Cheng and Yuen [8] who photographed smoke 8. Cheng, K.C. and Yuen, F. P. "Flow Visualization
patterns confined to the upper area of the duct at low Experiments on Secondary Flow Pattens in an Isothermally
Reynolds number. As the Reynolds number increased, Heated Curved Duct", Journal of Heat Transfer .(1987), Vol.
the strength of the secondary flow increased and pushed 109, pp.55.61.
the smoke towards the inner bend.
(5) A negative Nusselt number is present at the straight 9. Cheng, ILC. and Yuen, F. P. "Flow Visualization Studies on
section for the lower Reynolds number case. This is due Secondary Flow Panens in Straight tubes Downstream of a 180
to the backward flow from the heated section. Instead deg Dend and in Isothemally Heated Horizontal Tubes".
of heat being deposited into the fluid (which yields journal of Heat Traner.(1987), Vol. 109, pp.49-54.
positive Nusselt number), heat is being deposited back
to the duct by the reversed flow of the hot fluid.
(6) Nusselt number at the inner bend is high at the
beginning of the heated section. This is due to the
buoyancy force that pushed the thermal boundary layer
against the inner bend which lead to a high temperature
gradient As the flow developed, the thermal boundary
layer will lift off the inner bend and pressed against the
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INVESTIGATIONS ON ENTROPY LAYER ALONG HYPERSONIC HYPERBOLOIDS
USING A DEFECT BOUNDARY LAYER

J. Ph. Brazier, B. Aupoix and J. Cousteix
ONERA/CERT - D6partement Aerothermodynamique

2 Avenue E. Beuin B.P. 4025
31055 Toulouse Cedex (France)

A defect approach coupled with matched asymptotic ex- For hypersonic reentry flows, the Reynolds number is of-
pnsions is used to derive a new set of boundary layer equa- ten moderate at high altitudes, because of the low density of
tions. This method ensures a smooth matching of the bound- air. The boundary layers are thus thick and can be of the
ary layer with the inviscid solution. These equations are same order of magnitude as the entropy layer, and the invis-
solved to calculate boundary layers over hypersonic blunt bod- cid flow quantities can tindergo important variations between
ies, involving the entropy gradient effect. Systematic compar- the wall and the edge of the boundary layer. Because of the
isons are made for both axisymmetric and plane flows in sev- hypothesis of Reynolds number tending towards infinity, the
eral cases with different Mach and Reynolds numbers. After boundary layer is assumed to be very thin in Van Dyke's the-
& brief survey of the entropy layer characteristics, the defect ory and the inviscid flow gradients are represented only by
boundary layer results are compared with standard boundary their wall value. So the second order expansion cannot ensure
layer and full Navier-Stokes solutions. The entropy gradient a good matching of the boundary layer with the inviscid flow
edfects are found to be more important in the axisymmetric if the inviscid profiles are not linear, and the influence of the
case than in the plane one. The wall temperature has a great external vorticity on the skin friction and the wall heat flux
influence on the results through the displacement effect. Good is not correctly estimated.
predictions can be obtained writh the defect approach over a
cold wall in the nose region, with a first order solution. How- Defect approach
ever, the defect approach gives less accurate results far from
the nose on axisymmetric bodies because of the thinning ofthe entropy laye. Decoposton

To ensure a smooth matching at any order whatever the ex-
ternal flow, a defect approach has been used, coupled with

u asymptotic expansions [3]. In the boundary layer region, the
variables are no longer the physical variables, but the dif-

A blunt body in hypersonic flow is preceded by a bow ference of them with the external solution (Le Balleur [91).
shock wave, detached in front of the nose. This strong curved We consider a steady two-dimensional flow of ideal gas. The
shock wave induces an entropy gradient in the shock layer. variables p, u, v, p and T stand for the density, tangential
For an inviscid flow, the entropy gradient is related to the and normal component of the velocity, pressure and temper-
vorticity through Crocco equation: ature. The equations are written in a system of orthogonal

curvilinear coordinates ((, q) where ý represents the curvilin-
curl V A ff -- rad H, + T 1ýa S ear absciss along the body and i is the distance to the wall.

All the variables are made dimensionless by referencing them
Therefore, velocity and temperature gradients also exist in to the upstream values p.. and U1., the nose radius RD and
an inviscid shock layer. The standard boundary layer theory To = UI/CV. So we write:
of Prandtl cannot take into account normal gradients out-
"side of the boundary layer. Van Dyke proposed an enlarged P = PS + PO
theory called higher-order boundary layer theory based on U =U + D

matched asymptotic expansions for high Reynolds numbers
111, 121. Two expansions corresponding to different approxi- V = VU + VD - VS(f,0)
mations of the Navier-Stokes solutions are built. One of them
called outer expansion is valid far from the wall, where the P :Ps +PD
viscous dects are negligible. The other one called inner ex- T = Ts + TD
pansie describe the boundary layer where the viscous dects wher the subscript E stands for the external vanables and
are dominating. The Prandtl boundary layer equations then the defect variables an labelled D. The term vres,) has
represent the first tae of an expansion in powers of a small bae added totkeep the condition 9ele) O at the wall
parameter. The external flow normal gradients are accounted whatever the value of US.
for in the second order term, which is a small perturbation Expansion an then written using the same small paramn
of the frst order solution. Several other second order effects, et&W' as Van Dyke:
like the wall curvature, the displacement or the rarefied gas
edects are brought into evidence. The main advantage of this 1 pIR .. U..Ro
systematic nmahod is to giav not only the equations but also 7 R -To)

the matching conditions between the different zones.



The external functions depends on the coordinates (7, 7). The - state
outer expansions read : -= ,- ,Tj - (Ri - pl)tl"

UE((,17) = U1(ý, 7) + CU2(t, 7 ) + "- The symbol r represents the distance from the wall to the
symmetry axis, with j = 0 for plane and j = 1 for axisym-

VE(CT7) = V1(R,17) + CV(C,1) + metric bodies. As in Prandtl equations, the waih curvature

PE(RM7) = P1(C,17) + eP2(C,17) + appear in the first-order equations only through the trans-
verse curvature radius in the continuity equation. The second-

Ps(f, '1) = RI(C, 17) + eR2(ý, 17) + ... order equations are small-perturbations of the above ones plus

(,) = T1(•,1 ) + cT2(•, 7 ) + .- source terms due to curvature effects, like in Van Dyke theori.

In the inner region, a stretched normal coordinate 7/= c is Matching conditions

used for the defect variables: Each expansion mijst satisfy the boundary conditions corre-
sponding to its own validity domain. The upstream conditions

uD(, 17) = u1( ,q) + Cu2(f, 1) + are to be applied to the outer expansion and the wall condi-
tions to the inner one. The missing conditions are obtained

VD(•,77) = EV1(•,17) + e 2(•, 7 ) + by matching the inner and outer expansions. At the edge of

PD(, 17) = R, 4 -) + P +) .. the boundary layer, we can write:

PD (C,71) = Pi(t,q) + P ( ) + ". " U --. U

TD(C,7) = t1 (C,!) + t2(,) + -.-

P - PE
The expansion for v must be shifted to avoid the degeneracy P PE
of the continuity equation. These expansions are then brought
into the Navier-Stokes equations, and terms of like power of T TB

c are equated. and so for the defect variables:

Equations UD 0
In the outer region, the defect variables are null and the equa-
tions for the outer flow are exactly the same as for Van Dyke's V- (, 0)
theory, i.e. Euler equations. Concerning the inner region, one PD -- 0
rmust first bring the above expansions into the Navier-Stokes PD -

equations, then substract the external equations, and at last
equate same powers of c. For practical convenience, the inner TD -' 0
equations can then be rewritten in outer coordinates, using •7 Thus at first order
instead of 1, and replacing fh and V2 by:

lira u, 0

vi(1)= Vf~f V2(Gq') =D(f 1)n " i=O
¼(R•, 0)

Then the following first-order equations are obtained: lim p, = 0
- continuity :G

O @v• lira tj = 0

N 0r11,Jlira P, = 0

- c-momentum:

Ou U The conditions on p, p and T are not independant since they
(R1 + pO)(U1 + ui)-ý- + [p1 U + (RA + pO)u 1 -_- are linked through the state equation. The condition on V is

not a boundary condition for the inner expansion but it gives
+ j + (i + •+ OU, the wall condition for the outer flow.

- Re 8i\•7+•7- J-- The wall conditions for the inner flow are:
- =-momentum: = U1 + s + U(/UI + ua) =0

aq V =C6+C fj =0
- energy :at ++ T T=T,+:t,+(T2 +t2 ) =T,

(RI + p1)(U1 +U 1 ) + [Pu, +(R + POui hence:

, ap,0)t ==0 -U('°)
+(RI + +(UvI + ) =o + (U1 + t ,0

+1 ( Lr e ) + I,(O)2 t1 ((,O0) =T,. - TIMC,0)



Discussion the two Euler + boundary layer methods. Euler calculations

Thanks to the small perturbation approach, the calculations are made with a code from ONERA [14]. Standard bound-
of external flow and boundary layer are uncoupled and can ary layer solutions are obtained using a program developed
be performed separately provided that a specified sequence in DERAT [2]. Only first-order boundary layer are presented
is respected. First order external problem must be solved here since second-order outer flow solutions are not yet avail-
first, then first order internal, second order external, and so able. Several second-order calculations using Van Dyke's the-
on. The defect boundary layer equations are parabolic and ory have been made on a hypersonic blunt body :1, 4, 5, 6, 7V.
can be solved by space marching at a very low cost, like the
standard Prandtl equations.

The conditions at the edge of the boundary layer ensure Axisymmetric hyperboloid
a smooth merging of the boundary layer into the inviscid flow Past a hyperboloid, the shock wave curvature decrease fastly

whatever the inviscid profiles. From a theoretical point of and the entropy field tends to be uniform, except for the

view, it can be shown that the defect expansions are consistent streamlines near the wall, which crossed the strongly curved

with Van Dyke's ones by the fact that at a given order they shock wave at the nose. In this case, the entropy layer is

differ only by terms which are higher-order in Van Dyke's characterized by a non-zero normal gradient at the wall and

theory. a decreasing thickness towards the rear, since the mass-flow

Using the above conditions, the first order il-momentum is constant in the entropy layer and the circumference of the
equation reduces to body increases (fig. 1 left). The entropy values at the wall

P, = 0 and at the edge of the entropy layer remain constant because
the wall is a streamline and outside of the entropy layer the

So, the pressure in the first-order boundary layer is every- flow is isentropic. So the normal entropy gradient at the wall
where equal to the local inviscid flow pressure, instead of its deeply increases downstream. The shock layer is thinner than
wall value like in Van Dyke's theory. in the plane case. Far from the nose, the flow is similar to

a flow past a sharp cone except in the entropy layer, whose
Applications aspect is quite similar to a viscous boundary layer (fig. 2).

Boundary layer profiles are displayed on figures 4 to 7 for
the Mach 23.4 case. Longitudinal velocity profiles are plotted

To experiment the defect approach, several cases have been on figure 4 at a distance of nine nose radius from the stagna-
selected for a blunt body in a hypersonic flow of ideal gas. tion point. One can see on this figure the important velocity
The general shape of the body is a plane or axisymmetric gradient at the wall in the inviscid flow. This gradient dimin-
hyperboloid, defined by the nose radius and the angle of the ishes distinctly between the wall and the boundary layer edge.
asymptotes, at zero degree incidence. The numerical data are So even with a second-order expansion, Van Dyke's method
given by Shinn, Moss and Simmonds [101 for a hyperboloid could not give a good matching, since it considers only the
equivalent to the windward symmetry line of the U.S. space wall value of the gradient. In this case, it would widely over-
shuttle. Two points of the reentry trajectory of the STS-2 estimate the skin friction (Adams [1]). Due to the very low
flight are considered here: wall temperature compared to the inviscid flow one, the dis-

placement effect is quasi-null and the Navier-Stokes solution
Reentry trajectory - Flight STS-2 recasts exactly the inviscid profile in the outer region. In this

Mach M. 26.6 23.4 case, the agreement is quite good with the first-order defect
time (s) 250 650 boundary layer. A composite profile has been plotted also,
altitude (kin) 85.74 71.29 using the additive composite expansion (Van Dyke [13]) con-
nose radius Ro (m) 1.322 1.253 structed with the first order inner and outer expansions. It
asymptotes half-angle (°) 41.7 40.2 gives good results for the longitudinal velocity, slightly differ-
pressure p.. (Pa) 0.3634 4.0165 ent of the defect ones.
temperature T. (K) 199 205 The corresponding profiles for the temperature are shown
velocity U.. (m/s) 7530 6730 on figure 5. The defect profile is in rather good agreement
density p. (kg/mi) 6.35 10- 6.80 10-s with the Navier-Stokes solution, but in this case the compos-
reference temperature To (K) 56321 44900 ite expansion written with Van Dyke's first order solutions

P.*U..o gives very bad results and does not improve the inner solu-
Reynolds number Re = AM) 183.55 1865.65 tion. This is due to the negative slope at the wall for the

small parameter c = Re-( 2  0.074 0.023 inviscid temperature. Figures 6 and 7 show the velocity and
temperature profiles at twenty-one nose radius. The growing

Reynolds number R =p.U.Ro 4792 42374 boundary layer has overlapped a larger part of the entropy
_ _ __ _layer. Because of the constant total enthalpy, the positive

velocity gradient at the wall induces a negative temperature

The Prandtl number is assumed to be constant and equal gradient. In spite of this, the wall heat flux is increased by
to 0.725. The ratio of specific heats - is 1.4. The wall tem- the vorticity, as well as the skin friction, as can be seen on the
perature is fixed and equal to 1500 K. The viscosity law is figures 8 and 9. But the increase is far more important for the

Sutherland's. No comparison with experimental data is pos- wall friction than for the flux. The defect approach underes-
sible since the real gas effects are not yet included. So Navier- timatas slightly these quantities but gives better predictions
Stokes solutions [8) have been taken as reference, to compare than the standard boundary layer.
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Figures 10 and 11 sIc'. the velocity and temperature pro- the slope at the wall of the velocity profile. But no Navier-

files with an arbitrary temperature of ten times the temper- Stokes solution is yet available on such a large domain.

ature of the preceding case. The displacement effect is then The corresponding skin friction and wall heat flux are

far more important and it is obvious on these figures that the shown on figures 16 and 17. As forecast from the velocity

Navier-Stokes solution is shifted from the Euler solution in profiles, the defect approach improves greatly the standard

the outer zone. So the first-order boundary layer methods boundary layer result, but widely overestimates the skin fric-

give poor results and a second-order calculation seems to be tion on the rear of the body. The predictions concerning the

necessary. wall heat flux seem to be more reliable.

The velocity and temperature profiles at nine nose radius
abscissa in the Mach 26.6 case are presented on figures 12 Plane hyperbola

and !3. Because of the lower density, the Reynolds number Let us now consider a plane hyperbola in the same conditions

is small and the boundary layer is about twice as thick as in of hypersonic flows. On figure 1-right are displayed the en-

the Mach 23.4 case. So a large part of the entropy layer is tropy levels in the inviscid shock layer. The main difference

overlapped by the boundary layer. The inviscid velocity and with the axisymmetric case is that now the entropy gradient

temperature gradients at the edge of the boundary layer are is null at the wall (Van Dyke [12]). Figure 3 shows entropy

far weaker than their wall values. Due to the high value of the profile across the shock layer. The entropy gradient layer is

expansion parameter c, the second order effects are more im- thus located at a short distance above the wall. So the ve-

portant and a slight displacement effect is visible between the locity and temperature gradients in the inviscid flow are null

Euler and Navier-Stokes profiles outside the boundary layer. at the wall u well, and their influence will be significant only

The agreement between the Navier-Stokes and defect profiles with a very thick boundary layer. Moreover, far downstream,

is rather good, but the shear at the wall is a bit too high the flow can be assimilated to a parallel flow and the entropy

for the later one. Note that because of the negative iLviscid layer's thickness remains constant whereas in the axisymmet-

temperature gradient at the wall, the Van Dyke's composite nic case the entropy layer gets thinner towards the rear part of

expansion gives again poor results on the temperature profile. the body. Thus the entropy gradient remains bounded. Since

Figures 14 and 15 show the same quantities at twenty- it is null at the wall, its influence on the skin friction and the

one nose radius from the nose. The entropy layer is now com- heat flux will now be far les important.

pletely included into the boundary layer, and the gradients On figures 18 and 19 are plotted the velocity and temper-

in the entropy layer become higher than those of the viscous ature profiles on the Mach 23.4 hyperbola at nine nose radius

boundary layer. So the hypothesis of neglecting the viscous abscssa. The inviscld gradients are hardly visible outside the

effects in the external flow does not hold any longer and the boundary layer and all the methods give the same results.

defect boundary layer probably gives overestimated values for When the Reynolds number is lower, the matching of the
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boundary layer with the inviscid flow takes place in the gra- [3] B. Aupoix, J.Ph. Brazier, J. Cousteix An asymptotic de-
dient region, as can be seen on the figures 20 and 21 for the fect boundary layer theory applied to hypersonic flows
case Mach 26.6 . The defect method gives a good matching AIAA 91-0026, 29th Aerospace Sciences Meeting, Jan-
and a correct agreement with Navier-Stokes solutions, but the uary 7-10, Reno, Nevada (1991)
two boundary layer methods give similar results near the wall.
Thus no significant difference is visible on the skin friction and [4] R.T. Davis, I. FlIIgge-Lotz The laminar compressible
the wall heat flux shown on figures 22 and 23. boundary-layer in the stagnation-point region of an as-

isymmetric blunt body including the second-order effect of
vorticity interaction, International Journal of Heat and

S3Mass Transfer, Vol. 7, pp. 341-370 (1964)

Several boundary layer calculations have been performed on [5] R.T. Davis, I. Fliigge-Lotz Laminar compressible flow
various hypersonic bodies, including plane or axisyymmetric past azisymmetric blunt bodies, Journal of Fluid Mechan-
shapes. The behaviour of the solutions far from the stag- ics, Vol. 20, Part 4, pp. 593-623 (1964)
nation point has been particularly investigated. The different

cases presented here showed both the interest and the limits of [61 T.K. Fannel6p, I. Fliigge-Lotz Two-dimensional hyper-
sonic stagnation flow at low Reynolds numbers, Z. Flug-

boundary layer methods to compute hypersonic flows. More- soi s o n flo at lo Ryl numbers (196ug
over, the importance of taking into account the second or-
der effects when calculating boundary layers at low Reynolds [7] T.K. Fannel6p, I. Fliigge-Lotz Viscous hypersonic flow
numbers has been brought into evidence. The most important over simple blunt bodies; comparison of a second-order
of them are the entropy gradient effect and the displacement theory with experimental results, Journal de Micanique,
effect in the considered cases. They can deeply modify the Vol. 5, n* 1, pp. 69-100 (1966)
wall quantities such as the skin friction or the wall heat flux,
which are essential to predict the total drag of the vehicle and [8] A. Lafon Cakul d'icoulements visqueuz hypersoniques.
to design the thermal protection. Rapport technique DERAT n0 32/5005.22 (1990)

Using the matched asymptotic expansions technique, the
defect approach allows us to improve the results of -the stan- [9] J.C. Le Balleur Calcul des icoulements &forte interaction
dard higher-order boundary layer theory of Van Dyke, for a visqueuse au moyen de mithodes de couplage, AGARD -
similar cost. Particularly, it ensures a smooth matching of CP 291 (1980)
the viscous and inviscid flows, even when the inviscid profiles [10] J.L. Shinn, J.N. Moss, A.L. Simmonds Viscous shock
vary significantly through the boundary layer. When the wall layer heating analysis for the shuttle windward plane with
temperature is low and thus the displacement effect is negli- surface finite catalytic recombination rates, AIAA Paper
gible, first-order defect calculations can give good results and n* 82-0842 (1982)
reproduce Navier-Stokes solutions with a reasonable accuracy
at a lower cost, as long as the entropy layer is not too thin [11] M. Van Dyke Higher approzimations in boundary layer
compared to the viscous boundary layer. But it gives less ac- theory, Part 1: General analysis, Journal of Fluid Me-
curate results on axisymmetric hyperboloids at low Reynolds chanics, vol. 14, pp. 161-177 (1962), Part 2: Applica-
number far from the stagnation point, when the inviscid flow tion to leading edges, Journal of Fluid Mechanics, vol. 14,
normal gradients are higher than those of the boundary layer. pp. 481-495 (1962)
The inviscid flow concept seems to be invalid then. [121 M. Van Dyke Second-order compressible boundary-layer

theory with application to blunt bodies in hypersonic flow,
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algorithm, in order to achieve the appropriate level of gridrefinement. In this approach, each grid in the multigrid
Several viscous incompressi flows with strong hierarchy, is of equal or lesser extent than all of the coarser

pressure interaction and/or. axial flow reversal are predecessors. The subgrids are split into several
considered with an adaptive multigrid domain mutidimensional subdomaims that are defined by specifieddecosition procedure. Specific examples include the directional and global resolution requirement A similar
triple deck structure surrounding the trailing edge of a flat approach has been presented for cavity and backstep
plate, the flow recirculation in a trough geometry, and the geometries in a recent publicationS; although, no attempt
flow in a re facing step channel For the latter case, was made to meet the differinig needs for refinement in twothere a re mecirculation zones, of different or more coordinate directions. In the presentcharacter, for laminar and turbulent flow condtion. A investigation", this is acieved with a subdomain procedurepressurebased form of flux-vector applied to that allows for segmentally varying grid resolution in two or
Navier-Stokes equations, which are represented by an more directiore throughout the flow field. This leads to
implicit lowest-order reduced Navier-Stokes (R.NS) system more optimal grid refinement, and, through the adaptive
and a purely diffusive, higher-order, deferred-corrector. A mulmgnrd procedure, information is vrey effectively
trapezoidal or box-iz e form of discretization insures that transferred betwen high and low gradien domain that
all muas conservation properties are satisfied at interfacial have distinctly different grid structumre. In addition, the
and outflow boundaries, even for this primitive-variable equation solver can differ from subdomain to subdomam,
non-staggered grid computation. e! direct solvers can be used in strong interactio

domans, line relaxation in moderate interaction domain
Intoductaion etc.

Viscous interacton are typically associated with In the present analysis, seveal two-dimeionta,
turbulent or high Reyoolds number (Re) lamina flows steady, i eble, largefl. laminar and turbulent flow
These interactons are quite frquently characterized by the examples are reviewed and the results are compared with
appearance of high flow gradients that are most significant other computations or experiments. The problems to be
in small or 'thin' domains of finite extent, and in one or discussed include, the laminar trailing edge (triple deck)
more directions, e.-g, boundary or vortical layers/regions, flow past a finite flat plate, the laminar recirculating flow
triple deck structures, shock wave structure. Outside of associated with a trough geomety, and the laminar and
these regions, the flow is generally more highly diffused or turbulent flows in a backstep channeL The use of pressure-based flux splitting and a trpn• a or box-&e
inviscid so that the flow gradients are less severe.
However, the flow character in these smoother regions, discretization for the implicit RNS subsystem leads to a
which generally encompass a major portion of the flow precise prescription of the surface normal boundary
domain, can be significantly hifluencd by the interaction conditions on the local subdomain boundaries. This
with the high gradient layers. In order to acrely a ensures that interfacial and global mass conservation
this clus of viscous interse flows w requirements areautomatically satisfied. This is generally
computational methods, (1) local grid refinement is not the case with some characteristic-based Navier-Stoims
required in the high eaWr lars, and (2) simpl icient, schem , where speca coditin are required in orr t
adaptive methods, that effectively communicate information sts* interfacial and global mass conservation. The
between the disparate flow domains, and at the same time primitive variable system cmsidered herein is also directly
maintain al conservation properties, are necessary. applicable on non-stagne rids. Ths differs from man

other incompressible primitive variable Navier-Stokes
In the present hnvestigation, an adaptivemuir, fornmlations, that require pressure Poisson solver or

domain deompostion strateg is ombined with a artificsiac
presarre-buse form of flux vector discretizatioo in order to
accomplish these goasht The0 governing Navier-Stiokesicatza
equati• re evaluated through an implic, lowest-oder
in Re, reduced Navier-Stokes (RNS) subsystem, that is Th governing Navier-Stokm equa•om sown here in
combind, wben necesMry, with an eplidt prely diffusve sheared Cartesian coordinmts, is written for Wai-mprsulblS
deferred-corrector (DC) in viscous layem. Local directional flow in non-coWervWao foiex
refinement that is driven by specified flow parametr and ut + v1 0 Canisnity. (Ia)
accuracy limits is achieved by sequentially splitting the uut + uyb(V.y1u)1 . VI (I*y; 2 )uV4y;V,]
oVrNall flow domain into a vaiet of subdomains. in the + P a I +ib)
pMeet analyi ths domain decompositon smepy is n (-montmm. (1b)

pp ine aI unct withan adptive l m~tmigd u1(V+Y'u), +V(V+Yju),, + DC q-mom ms.(lc)



where x ; n - y -yb(x) ; v - Vy4u is the difference for incompressible flow, so that the elliptic
contravariant velocity component in the q or normal acoustic interaction or upstream influence is introduced
direction (for YW < < 1) ;y,(x) isthe surface definition through the pC = (P.,t - p-)/(At)i contribution. For
andre (fo)are ) 1); Y) velocities in th e efldirections. reverse flow regions, additional negative eigenvalues or
and (u,v) are the cartesian velocities in the (x,y) directions. upstream influences appear through the convective terms.

For turbulent computations, the k-e model is A simple line relaxation procedure is used to solve
employed. This introduces two additional equations for k the system of equations for k and e. The differencing used
and e. These equations in cartesian coordinates and non- for the ke equation is consistent with the pressure flux-split
dimensional form are given am discretization. The law of the wall provides the boundary

conditions one point away from either wall, which can then
U k , k -2C aua �2 + be used to implicitly to solve for k and e at any given

•'i •j Rj"•[ ) + (] + + J station. The k-e equations are decoupled from the
governing RNS equations. Each pressure relaxation sweep

+ a +•)( ak] is followed by a sweep to solve the k,e equations using the
- + y+. akJ WJ latest available values for U, V. This procedure is

convergent.

ilag + 2CL~ a-JI8 2 +(8!U! Z 1(al 8Y121 rdStutr

In general, the N'* multigrid level consists of several#2 i. a b'l v+ t subdomains Each multigrid level has an equal or lesser
- T ÷ --. a, r. extent than the coarser grids of the multigrid hierarchy.

The first two grid levels cover the entire computational
domain. The mesh size is initially quite coarse in the

where vt = __.-" and 0
A, C6 1 , C. 2 , O* and 0 k are directions in which adaptivity is to be prescribed. Each of

predetermined dimensionless constants which have the the multigrid levels comprise several subdomains, which
values 0.09, 144, 1.92, 1.0 and 13 respectively. A modified derive part of their topology from the subdomaining pattern
k-e model was recommended by Thangam [171 in which the of the coarser predecessor. Within each subdomain, of a
value of the constant c.2 is changed from 1.92 to 11/6. given multigrid level the refinement is specified
This was shown to give much better results for the backstep independently. Thus, each subdomain of a multigrid level
channel geometry. can act as a parent for a subdomain or subdomains at the

next finer multigrid level If at a given multigrid level, a
A three layer law of the wall is used at the upper and particular subdomain is refined in only one direction, e.g.,

lower walls. This is given as: n1, then on subsequent multigrid levels, further refinement
{ or ¥- :; 5 within this subdomain is performed only in the n'-direction.

Y. 'or . S 01 A simnilar strategyf is adopted for the C-direction. Only
u+ -3.05 + 51ny* for 5 < Y* S 30 subdomains that result from refinement of a parent

5.5 + 2.51ny* for y* > 30 subdomain in both the t and qi directions require further
decomposition according to the direction selective

where y+ - yuy/v and u÷ -/u,. refinement specifications.

The RNS approximation is given by the lowest-order Refinement StratL
system obtained by omitting the purely diffusive deferred-
corrector (DC) terms. These terms are retained selectively In most adaptive gridding methods, on any grid level,
in some subdomains, when they are important. The RNS an estimate of the truncation error of the discretized system
system is in effect a composite of the Euler and 2nd order of equations is used to identify those regions that require
boundary layer equations'- Trapezoidal or "box' two point finer grid resolutions. The overall truncation error
(ij ± 1/2) differencing is used for all normal derivatives in estimates, however, do not provide information on die
the first-order (in n) RNS equations (la,lc), and three specific direction(s) that require refinement Therefore for
point central (ij) differencing (in TI) is applied for the axial regions requiring higher resolution, the grid is refined in
momentum equation (lb). If a shear factor o - puy is both directions, even though only one coordinate gradient
introduced in (lb), a box-scheme can in fact be developed may be significant. In order to achieve directional
for the entire RNS system (1). All axial (t) convective and refinement adaptivity it is necessary to monitor the
pressure derivatives are upwind differenced with a truncation error of selected gradients or derivatives. For
pressure-based form of flux vector splitting3 , wherein the PC the problems considered herein, the truncation error for the
term is represented, for compressible flow, by pressure and vorticity gradients, e.g., Pt and u,,, are

monitored in order to define the regions that require

PC 'd•-Ia(PI=Pt-) /A(I + (:-%+Ia) (P,.I-P,) /Ahg, refinement in, ( and qi, respectively. Additional gradient

and % -r yM?"y/(1 + (y-1)NW),II].A. parameters can. beaddedwhennecessary.

Tee truncation error estimate is obtained from the
Herea Mt o the tfic b wie s MaM re umber and Y sp the solution on two successive Vidk of the multigrid hierachy.
ratio of specific heats. This reduces to a simple 'forward' In order to determine the truncation errm in a ( (and/or



in) derivative, the finer of the two grids must have regions of the linearized form of the RNS system shows that the
that are refined in the t (and/or q) direction(s). Although rate of convergence of the global procedure is dictated by
the p, and u;, terms are the key derivatives for the the maximum eigenvalue ., as given by
present analysis, the truncation error of these terms alone
will not suffice to ensure that uniform accuracy is achieved 2 - 2.- clef2 (h.•) '/7,

throughout the flow domain. The global truncation error where c, is a constant of 0(l); Ng is the number of stations

for the full discrete system of equations is monitored for in the C direction; qnM is the normal boundary location, and

this purpose. At is the axial step size. The convergence rate is
significantly improved if the extent of the domain in the

Two types of adaptive calculations are performed for two directions is reduced. The rremn muh d domain

the geometries considered herein. decomposin pocedu in effec mduce 9m whenever a
fine A v i spedfle and there-by achieve comparable 'coarse

a. One-dimensional adaptive calculation (semi- grid' co negence rates on fine Aids.
coarsening multigrid), with adaptivity in the C
direction and with a preset stretched q grid. In the present applcation the multigrid method is

b. Two-dimensional adaptive calculation, in which the implemented in a Full Approximation Storage (FAS) mode.

refinement is automated in both directions and The global pressure relaxation procedure considered herein

uniform grids are used in each subdomain. Grid essentially reduces to a block SOR procedure (in E) for the

stretching is not applied, except as the grids change pressure in attached flows and for the pressure and

discretely from subdomain to subdomain. velocities in reversed flow regions. At each station, an
implicit, fully coupled tridiagonal system is inverted. When

The underlying procedure is identical for both highly stretched grids are used in 1 to resolve the boundary

methods. The solution is first obtained on a coarse grid, layer, the semi-coarsening mode of the multigrid method

for those direction(s) in which adaptive multigrid has been shown to be more effective than the standard full
refinement is to be considered. For the semi-coarsening coarsening mode. In this mode, the streamwise grid aloneadaptive calculation. refinement is performed only in the s is coarsened when the calculation shifts to coarser grids.

direction. The grid is refined over the entire domain, and The same ' grid is retained throughout. Significant gains
an improved solution is obtained. From the two full grid in the overall effort have been achieved with this

solutions, the truncation error of the key derivatives and approach".
also of the global discrete system is estimated using
Richardson extrapolation. Two types of refinement criteria A source term (iST), first introduced by Israelio, is
are used. In one procedure, a tolerance is set for the raw required in order to achieve satisfactory performance of the
truncation error and, in the other, a tolerance is set for a multigrid procedure'0. The 1ST acts as a form of under-
truncation error normalized with the maximum value. The relaxation or smoother for the pressure field. This leads to
results obtained with the two methods, Le., identification of much smoother residual fields, which are essential for good
the regions that require refinement in the respective representation on the coarser grids. However the ST leadsdirection(s) are quite sim.a to a slower asymptotic convergence rate on any given grid.

The domain decomposition procedure reduces this

For the one-dimensional (in Z) adaptive calculation limitation to a large extent. Since the truncation error in

only one subdomain results. This decreases in extent as the the pt term is used to determine regions needing

grid level increases. For the problems considered herein, refinement in the I direction. subdomains in which the grid

the significant flow gradients in ( are centered around the is only refined in the q direction, will generally have a

small region I t I < to. For more complicated flows, it is reasonably converged pressure field from the coarser grid.

possible that disjoint subdomains in ( will result. For the Thus it is possible to perform the multigrid calculation

two dimensional adaptive calculation, however, the various without the IST smoother in these subdomains.

regions will have different refinement requirements;
therefore, it is necessary to define regions that have In the present investigation. the one-dimensional
disparate grid requirements. Subdomains requiring adaptive calculation adds an element of sub-domaining to

refinement in the q direction, or the C direction, or in both the semi-coarsening analysisiew, so that only portions of the

(t,) directions, are identified. Although different meshes global domain require fine grid resolution in the t

are used in different regions, within each subdomain, a direction. For the two-dimensional adaptive calculation,
uniform grid is specified. This procedure is applied on the the multigrid algorithm is implemented in the standard full

third and higher levels of the multigrid hierarchy. The coarsening for domains that require refinement in both

calculation proceeds with intergrid multigrid tranmsfers. On directions and the semi-coarsening mode for those domains

convergence, the truncation error estimation process is requiring refinement in only one direction. One fine grid

repeated with the Nib multigrid and the stored (N-I)t5  work-unit is comprised of one sweep in each subdomain
multigrid level grid solutions, belonging to a given multigrid leveL This also includes the

interdomain transfer processes. The decision to move the
Multiid Icalculation back to a coarser grid is based on the rate of

convergence on each subdomain. If the ratio of the

For the RNS system of equations (1), without DC, a residual norm between two successive global iterations, in
semicoarsening multigrid procedure has been presented any subdomain belonging to that multigrid level, falls below

previouslyV' to accelerate the convergence of the global a certain value, typically 0.85495, then the calculation is

pressure relaxation procedureUJ. A von Neumann analysis restricted to the coarser level. The fine grid solution is not



corrected until the residuals in the coarse grid subdomais converge moderately before introducing the DC term, the
are all reduced to a value one order-of-magnitude lower overall solution procedure, with the DC addition, exhibits
than the maximum residual over all subdomains in the finer no significant degradation in rate of convergence for the
level. The multigrid components are summarized as examples considered herein.
follows,

For turbulent flow modelling, the eddy viscosity v, is
a. Relaxation: uý s•_ 1, where Sk is the global calculated only on the finest grid. The fine grid values of

pressure relaxation operator and u" on convergence vt are injected to the corresponding coarse grid points

satisfies Lkuk = if. Here k represents the present or during the restriction step. The v, values, at points on the

finest multigrid level and n represents the iterate. coarse grid, that lie outside of the extent of the fine grid

Lku: is the discrete approximation of the are not updated. This procedure is validated by

continuous problem Lu - f calculations that do not include any adaptivity. In this case,
b. Restriction to coarse grid where the following the fine grid extent is the same as that of the coarse grid.

._tk-t k + e-1 -Iu Therefore, the v, values at all points on the coarse grid will
equations are solved:Ie'luk' r Lk k +n be updated. The results obtained from this full refinement
for points on the coarse grid which lie within the fine calculation and those from the fully adaptive multigrid

grid and Lk-luk- = fk-I for points on the coarse grid calculations are identicaL
that lie outside the extent of the fine grid. Here

r _ fk _ Lk 1. Ik" and Ik-" are fine to coarse Interdmin Transfer of Bound Conditions and
krkns Conservation at Grid Interfaces

grid transfer operators. The full-weighting operator
recommended by Brandt'2 is used to transfer the For a given subdomain, the following boundary
residuals and the solution was restricted by using a conditions are to be prescribed:
simple injection operator.

c. Prolongation or correction where the fine grid u-v - 0at q = 0;u - 1,p - 0at q =
solution is corrected with the solution from the coarse u - 0 o p at I = E, u at v = gengrid modified problem. PE 0 or p prescribed at • = •=• u and v are given

g modified prblm (ukI s aby freestream values at -o.t1 - + I is a
coarse to fine interpolation operator For external flows, if a subdomain has its outflow at some

( < ., then the boundary condition on pressure changes
It should be noted that in the present calculation, the from Neumann to Dirichlet type. For internal flow, the

multigrid transfer operations play a dual role. In addition outflow boundary condition is Dirichlet type for the
to accelerating the convergence of the relaxation procedure, pressure. Also, if the lower boundary of a subdomain is at
they also transmit information from the finer grids to the some q > 0, then non-zero velocities have to be prescribed.
coarser grids, and thus improve the accuracy of the solution In time-dependent, characteristic-based, Navier-Stokes
in regions of the coarser grids where refinement was not computations, that use locally embedded grids, boundary
required. The second term in the multigrid restriction conditions are required for all variables, i.e, u, v, and p. In
process, acts as a truncation error injection term and addition, special care has to be taken to ensure that mass
improves the discrete approximation on the coarse grid. conservation is not violated locally or globally.
Thus on the coarser grids, instead of solving L0'uk'1 - I

everywhere, we solve Lk-Iia r in part of the domain, In the pressure-based trapezoidal or toe formulation,
this difficulty does not occur as the normal velocity v in ql,

where T k Tsh continuous or u in E, is not prescribed at the upper or lower, or
problem Lu - E Here L is the continuous counterpart of outflow boundaries. Only the tangential component u is
the discrete operator V 1̀ and u is the exact solution for the prescribed at the upper interface or interdomain boundary.
continuous problem; ubi is the exact solution to the discrete The pressure-based box-type i_fferencing allows for the
problem and Q is the improved solution due to the calculation of the normal velocity at the outer boundaries
modified right hand side of the discrete approximation. and the pressure at the body surfaces. The normal velocity

is computed from the continuity equation and therefore
The deferred-corrector in (1) is input as a prescribed mass conservation is automatically satisfied on all levels, for

functional form on the right hand side of the fine grid all subdomains. This eliminates the need for special
equation. On any given grid level, the calculation is interpolation formulae to ensure conservation of mass when
initially considered without the DC term. After a the boundary conditions are prescribed from the coarse grid
reasonable level of convergence is achieved, e.g, 10°, the solution. Thus weak instabilities, that arise when such
DC term is evaluated from this known solution. This value methods are applied in Navier-Stokes formulations without
is prescribed on the finest grid and added explicitly to the satisfying mass conservation, do not appear in the present
right hand side of the equations. This term is transferred method. Direct evaluation of the pressure at the inflow or
to the coarser grid levels through the standard multigrid lower boundaries with the trapezoidal or box discretization
procedure. If the DC term is introduced earlier, divergence also eliminates the need for special pressure boundary
results. This is due to the fact that the solution is initially conditions.
quite poor and therefore the prescribed DC term is
significantly in error. This distorts the differential equation The calculation is performed sequentially rather than
and induces an instability in the pressure during the in parallel in the various subdomaim. As such the
relaxation procedure. Nf the RNS solution is allowed to boundary conditions at the inflow and outflow stations for



each subdomain are updated with the latest available around the trailing edge, which is located at I = 1.0 (the
values. The overlap allowed in the subdomaining process figure is scaled by a factor of 2 in the C-direction).
follows the following rules. Significantly, the extent of the finer grids in the q direction

is progressively reduced, even when adaptivity is specified
a. The last station of any subdomain, which is at some only in the 4 direction. Although each multigrid level

( < t, coincides with the first station of the contains only one subdomain (in Z) that requires further
subdomain to its right, (if one exists), where the refinement on subsequent levels, the q1 extent of this
pressure is computed. subdomain is affected.

b. Similarly, the inflow station of any subdomain, which
is at some 4 > 0 coincides with the last station on the Figure 2 depicts the composite grid obtained with full
subdomain to its left, (if one exists), where the two-dimensional adaptivity. Within each subdomisin,
velocities are computed. uniform grids, in both the ( and q directions, are

c. Uf the inflow station or the outflow station of a given prescribe. Figure 2 is an overlay of seven multigrid levels,
subdomain coincides with the physical boundaries of each of which comprises several subdoma-ins In each level,
the global flow field then the boundary conditions it is found that the subdomain, for which refinement in
discussed previously for inflow, outflow, upper and both directions is required, is centered around the trailing
lower boundaries are used for these subdomains. edge. The adaptive computations, both semi-coarsening

d. If there are no subdomains to the right, for the cases and two-dimensional, are compared with non-adaptive
in a), or if there are no subdomains to the left, for semi-coarsening multigrid calculations. For the latter, a
the cases in b), then these boundaries are updated uniform fine grid in I and a highly stretched q grid is
using coarse grid values during the multigrid prescribed. The grid stretch factor is chosen from the
prolongation process. specified minimum and maximum All values, and the

location of q.-- that was applied for the two-dimensional
In the vertical direction an implicit solver is applied and n0 adaptive study. The same q grid is employed for the
overlap is necessary. adaptive semi-coarsening calculation. Figure 3 shows a

Scomparison of the pressure coefficient C., for the three
If a subdomain has only one of its horizontal calculations. There is good agreement in the pressure

boundaries in common with that of another subdomain, variation and, in particular, the predicted peak pressmus.
then updating the boundary conditions along this edge, Table 1 summarizes the computer memory and CPU
after one sweep in all subdomains, leads to iterative requirements. These are given as percentages of the non-
divergence on this subdomain. This influence gradually adaptive, semi-coarsening, calculation. Note that the
filters through to other subdomains. If these boundaries memory requirement for the one- and two-dimensional
are updated through the multigrid transfer processes, then adaptive calculations are similar. This signifies that the
the calculation is convergent This reflects the fact that an specified ql stretching for the semi-coarsening calculation is
update of just one boundary after each sweep, with the reasonable.
other three updated only during the multigrid transfer
process, leads to an inconsistency. This constraims the Table L Sumawy of Computer Reurce Requirements
variables from adjusting to changes that occur dynamically, Am, the fit fiet plate calculation
as the solution evolves in the various subdomains. The
multigrid transfers provide the correct dynamic response to -

changes between subdomains. Two-D One-D Full Refinement
Aspect Adaptive with stretched

RM__ A peA t q grid

All of the calculations presented herein are initiated CPU 1803% 15.10% 100.0%

on the coarsest grid, with uniform flow velocity and 1 Memoy 190% 1322% 100.0%
pressure. On the finer grids, the interpolated coarse grid
solution fields are sequentially applied as initial
approximations. Since convergence to the final solution is The adaptive grid of Figure 2 defines the extent of

improved with more accurate initial approImations"' 09°, the the interaction zone surrounding the trailing edge. From

adaptive multigrid framework introduces this element in a large Re asymptotic triple deck theory, three layers with

natural and convenient fashion. It is significant that for all different length scales have been identifiedn, viz, a lower

of the examples presented herein, Reynolds number viscous rotational deck of 0(Re'$/*), a middle inviscid

continuation is not required in order to obtain a solution rotational deck of 0(Re'"4), and an upper inviscid

for any of the prescribed values of Re. Even for highly irotational deck of 0(Re+'). Since the vorticity is zero in

interactive, large Re flows, the solution is obtained directly the upper deck, and sinem vorticity is the monitored

with uniform initial values at the designated value of Re. parameter for refinement in the q direction, the adaptive
procedure should lead to a grid that does not require q

Example 1: Flow ever a UWte flat platet the tr•aing refinement in this upper deck region. The grid obtained
ap proble. from the two-dimensional adaptive calculation displays this

result quite clearly. At each multigrid level, there is a
FiguMe 1 depicts the grid obtained for a semi- region away from the body that is in fact refined only in the

coarsening (in C) adaptive calculation. The q grid is highly directio. This reion, in the finest multigrid level,

stretched and fed. Note that the finer grids zoom in represents the extent of the upper inviscid irrotational



region. Estimates for the extent of the other two 'decks' further confirms the validity of the domain decomposition
are also obtained from the grid structure. In more approach and the advantages of adaptive multigrid over full
complicated flows, e.g., turbulent flow past the same multigrid. All results presented here are in excellent
geometry, for which analytical methods cannot be easily agreement with all earlier results'O presented for these
developed, the appropriate resolution in each distinct geometries.
region will be automatically captured with the present
multigrid adaptive procedure. In this sense, the Eample 3I Iternal flow in a back step channel
cornutation resuts in a form of discme aymptosic analysis. lamjnazr 75 and turbulent flows.

Example 2. Flow over a troWh'. For this flow, which is dominated by rather large
recircultion regions, it is still possible to carry out the

The second geometry to be considered is the laminar calculation for all Re considered herein by prescribing
flow over a trough configuration. Both unseparated and uniform initial flow conditions. This is true even for the
reverse flows are computed with the two refinement relatively difficult, although somewhat artificial two-
strategies previously discussed. The trough surface is dimensional calculation with Re-800 (based on channel
specified by yb - -D sech[4(x-x0 )J, where D represents the height). For this Re value, two separation bubbles, one on
maximum depth, which occurs at the location xo. The each wall are evident. Reynolds number continuation, as
values xo-2.5 and Re - 80000 are used for the present applied in many other reported NS solvers", is still not
calculation. The grid obtained from the two-dimensional required for the present calcuiations. Both laminar
adaptive procedure, for D-0.03 and with a region of flow (Re=800) and turbulent results are obtained for the back
reversal, is shown in Figure 4. Note that refinement in the step geometry. The standard two equation k-e model
n direction extends to a significantly greater distance than discussed earlier is used for turbulence closure.
was found for the trailing edge geometry. This is due to
the fact that the maximim vorticity now occurs near the For laminar calculation, a step height to channel
outer edge of the separation bubble and not at the surface. height ratio of 0.5 is used. The reattachment length (Xl)
Also note the sudden increase in the extent of the region for the primmay recirculation zone is compared in Table 3
where n refinement is performed. This signifies the for a range of laminar Reynolds numbers. Comparisons
increase in boundary layer thickness as a result of flow are given for the present 2-D adaptive method, full
separation. The reversed flow region is essentially vorticity refinement with the standard non-adaptive multigrid
free; however, the current refinement strategy assumes that method, and earlier calculations by Ferziger5 , Caruso' and
regions requiring refinement, in the r, direction, will always Sot ulos3. The calculated reattachment length for the
have a lower boundary at the walL This condition can be adaptive and non-adaptive procedures is identical to two
modified to allow for multiple q1 subdomains in the decimal places; however, the computational effort is
recirculation region. This was not considered necessary for considerably less for the former, see Table 4.
the current calculations. Figure 5 depicts the pressure
variations obtained for the three calculations discussed Table I Comparimn of Reattaehment Length for
previously for purely attached flow and D-0.015. Figure Iaminor Backstep Channel Flow
6 provides comparisons of the skin friction for the
separated (D-0.03) case. Once again good agreement is -
obtained and significant gains in computer resource Present Calculations-.. REF REF REF
requirements are found (Table 2). The locations of the Re Adaptive Non- [5] [15] [13]

Table 2. Summary of Computer Remurce Requirements Adaptive
for the trough gometry 133 1.94 1.94 2.0 1.95 1.84

Full 267 3.25 3.25 325 325 3.17

Two-D One-D MG
Geometry tive A withnon 400 432 432 435 4.40 4.40"uniform

_n grid 600 5.50 5.50 5.35 5.40 5.63
Trogh 8.3m%-- 1000-

CPU (510) For adaptive refinement in the n direction the

Trough 7.10% 16.80% 100.0% truncation error is scanned from the wall towards the outer
(UP) 'I boundary. For external flow, the vorticity gradient

Trough 16.32% - 100.0% decrease exponentially and a thin layer near the wall,
Me-mo (-%,) wheos refinement is maximum, can be identified. This

Trough 5.10% 63.4% 100.09% region is specified by fixing the upper boundary at the
- --e- furthest point, or largest it value taken over all I locations,

that satisfies the truncation error tolerance. For internalseparation and reanachment points computed by the two- flows, boundary layers, where refinement in q should be
dimensional adaptive calculation are at t-2.31 and required, exdst at both boundaries in the normal or q
S -2.54, respectively; the values predicted by non-adaptive direction. However, the number of grid points that are
full multigrid refinement are at C -2.31 and 1 -2.53. This necessary to resolve the flow gradients in the q direction is



quite moderate and therefore no attempt was made to computations. The wolutions at the outflow are in almost
adaptively refine in this direction. Instead, the full perfect agreement with the analytic fully developed flow
multigrid procedure is applied in the t-direction for each values. Although the finer grids in I and • occur in
of the subdomains for which I-refinement is necessary. subdomains much further upstream, in and near the reverse
This allows for different uniform iq grids in the different E flow regions, the influence of the outflow boundary
subdomains. conditions is propagated through the multigrid transfers to

and from the coarser grids connecting the various
Table 4. Summary of Computer Resource Requirements subdomains. This allow. for efficient transfer of

for the Backstep Geometry information without excessive grid specification. In
addition, as is shown', the RNS pressure flux-splitting

Aspect Re Adaptive Multigrid/Full procedure allows the outer boundary to be placed very far
Refinement NonAdaptive Multigrid upstream, e.g., within the upper wall recirculation region,

without solution degradation.
133 35.49 %
267 36.15 % For the laminar backstep, the DC terms neglected in
400 46.23 % the RNS aporoximation have been included after obtaining
600 50.40 % a reasonably converged base solution for the RNS system.

For this geometry, the vertical wall region near the step
133 30.80 % comer represents the only portion of the flowfield where

Memory 400 the full Navier Stokes terms are of any consequence.
400 41.49 % Along the vertical wall, the v. term represents the vortical
600 47.49 % or diffusive boundary layer influence. It is found$ that in

this region, although the inclusion of the DC term does not
Table 4 displays the computer resource requirements for produce a significant quantitative difference, some
the backstep channel calculation. For each Reynolds qualitative difference is observed in the solution. Figures
number, the CPU and memory requirements are shown as 7a-7d depicts the streamwise velocity profile for Re =400 at
percentages of the corresponding non-adaptive calculations. four successive stations near the comer. Note that the
Note that as the Reynolds number increases from Re = 133 effect of the DC diminishes rapidly away from the corner.
to Re =600, the number of grid points required to resolve A significant difference between the two solutions is
the flow field increases. This is expected, as the size of the associated with a small positive axial velocity that is
separation bubble increases with Reynolds number. The observed near the corner when the DC is included. This
nmlber of required grid levels, as well as the finest mesh represents a counter rotating vortex within the primary

size for all Reynolds numbers up to Re-600, is identical in separation bubble. The reattachment length remains
each direction. A total of five multigrid levels are defined unchanged even when the DC is included.
for all Reynolds numbers up to Re =600. However the
subdomain extent for each multigrid level is different for The non-reflectivity of the Dirichlet pressure outflow
different Re. The extent of the finer grids is governed by boundary condition was tested for the severe Re =800 case
the size of the recirculation zone, which increases as Re is with calculations on computational domains of three
increased. For the Re-800 case, six multigrid levels are different lengths. It was found that for the cases
required, as the change in the solution from level 4 to level considered, locating the outflow boundary further upstream
5 is still significant and greater than the specified tolerance. did not have a significant effect on any of the solutions.

Comparisons of the streamwise velocity profile at the
An increase in computational time and memory streamwise location X=7 are given in Figuxz & The

requirements is observed as the Reynolds number and outflow boundary was located at X-7, X = 15 and X -30;
associated number of grid points increases. The time the results clearly indicate that the effect of the outflow
required for the full refinement non-adaptive calculation location on the solutions is minimal. Figure 9 shows the
increases only marginally as Re is increased from 133 to comparison of the stream function contours obtained by
600. This increase is entirely due to the changing nature of placing the outflow at X=7 and X= 15. The two contour
the flowfield, since the same grid is used throughout this patterns are identical'.
Re range. More specifically, when the degree of velocity
relaxation is increased due to the increasing extent of the A benchmark solution for Re=800 has been
reversed flow region, the convergence rate degrades and published by Gartling 4. The present solution, which is
additional iterations are required to achieve the specified obtained with the adaptive multigrid domain decomposition
tolerances. Furthermore, the percentage gain in adaptive procedure, is compared with these results. In Figure 8,
over non-adaptive procedures is reduced as the Reynolds comparison with the benchmark solution of the streamwise
number increases, e.g., to about 50% at Re =600. velocity profiles at X-7 is also shown. Note that reverse

flow also occurs on the upperwall. The appearance 4f this
The effect of location of the outflow boundwy and the upper separation bubble is thought to introduce three-

non-rtflecth* of the outflow boundary conditions are dimensionality into the flow, and for this reason there is
important aspects of this study. The adaptive multigrid some disagreement between the experimental results and
domain decomposition procedure is initiated on a very all of the numerical solutions. However, the present
coarse grid, and yet, it is posmsile to place the outflow results, which are totally grid independent, agree quite well
boundary quite far downstream, e.g., 60 step heights, and with most of the other numerical computations. Due to the
still recover very accurate and computer efficient very fine meshes that have been prescribed with the



multigrid domain decomposition procedure, the residuals separation bubble. This was also observed by Thangam et.
and truncation errors are quite small and therefore these al6. The calculation was also performed by modifying the
numerical solutions, are considered to be highly accurate. value of ca to 11/6 as suggested17. The reattachment
Figure 10 depicts comparison of vorticity profiles. The length increased, in this case, to 7.66. This was also the
agreement with the benchmark contours" is excellent trend observed1 7 . Although in their case, the standard k-e
throughout. Moreover the results are essentially unchanged model was underpredicting the reattachment length and
with the outflow boundary at X=30 or X=7, which is inside modifying the constant produced acceptable results.
the upper recirculation zone8 for the Re -800 case.

Figures 11 and 12 show typical grids obtained using
the adaptive multigrid procedure for the backstep channel An adaptive multigrid domain decomposition method
Figure 11 shows the grid for Re -100 and Figure 12 depicts has been used to efficiently compute incompressible
the grid for Re -267. Note that the region covered by the laminar and turbulent flows with regions of recirculation
finest grid is larger in extent for Re-267. This is expected and strong pressure interaction. A low order RNS system
as the region of reversed flow is larger in this case. Note of equations, a fully consistent primitive variable non-
that the grid used in the y-direction is quite coarse far staggered grid solver, accurate mass conservation at
downstream where the flow is fully developed. This reflects subdomain interfaces and global boundaries, non-reflective
the fact that the truncation error is very low in the normal outflow boundary conditions and a pressure-based flux-split
derivatives in this region. Since the fully developed flow discretization are the key features of the procedure. The
profile is parabolic, central differencing will theoretically adaptive multigrid domaindecomposition procedures allows
incur zero truncation error. In streamwise direction, a grid for efficient grid definition consistent with asymptotic
as coarse as Ax=0.5 can be used towards the outflow theory and for effective transfer of information to and from
without loss of accuracy. The adaptive multigrid procedure fine gr~d high gradient regions to coarse grid 'inviscid'
clearly utilizes this fact and provides optimal resolution. regions.

The turbulent flow past the backstep channel is of Significant gains in computer resources have been
interest in many engineering applications. For the current achieved when compared to standard non-adaptive
study, the k-e model has been used to compute the methods. Good agreement is obtained between the present
Reynolds stress terms. This model requires that inflow solutions, standard non-adaptive full refinement
values for k and e be prescnribd. For the present computations and other published results. The
calculation these values are generated from a straight computational cost is several times smaller than that
channel turbulent flow computation with a step initial required by most other NS methods14 . For example, the
profile. The k, e, u and v profiles obtained at the outflow CPU required for the backstep channel calculations, with
of the straight duct are used as the inflow conditions for Reynolds numbers in the range 100-600, varies between 5-
the backstep calculation. This inflow is located at a 10 minutes on an IBM 320 RISC/6000 workstation. For
distance five step heights upstream of the step corner. It is the Re -800 case, an additional multigrid level is added to
noted that the overall nature of the flow field, including the ensure grid independence and the CPU required is
reattachment length is strongly dependent on the inflow increased to approximately 30 minutes on the same
values used for k and e. Different profiles for k and a can workstation. All solutions are initiated with uniform flow
be generated by varying the length of the straight duct. approximations and Reynolds number continuation is not
This will greatly alter the backstep channel solution. A required, even for the relativeiy complex Re-800 case.
channel length of 23 step height was used to generate the Grid convergence has been established efficiently through
inflow profile for the present calculation. This ensures that an adaptive multigrid procedure. The outflow boundary
the profiles are quite well developed. The corresponding condition has been shown to be non-reflective. In addition,
velocities, k and e profiles are then used for the backstep it has been shown that the procedure is not very sensitive
channel calculation. Once again, the inflow is located five to the location of the outflow, i.e. far downstream or
step heights upstream of the step corner. Thangam et al16 somewhat closer to the inflow. The flux-split discretization
observed that the predicted reattachment length using the allows for direct computation of the normal velocity and
standard isotropic k-e model was in error by about 12%, therefore mass conservation at grid interfaces and
when compared with the experimental value. They showed subdomain boundaries is achieved in a simple fashion.
that a modified k-c model which takes anisotropic effects
into account provides improved results. In another study by
Thangamt", it was shown that a modified isotropic k-e
model can also lead to improved results. This model, This research was supported in part by the NASA
which requires only the variation of a single constant, is Lewis Research Center (J. Adamczyk, Technical Monitor),
considered for some of the cakailations presented herein. Grant No. NAG-397 and by the AFOSR (L Sakell,

Technical Monitor), Grant No. 90-0096. The Cray Y-MP
The step height to channel height ratio used is 1:3 in, at the Ohio Supercomputer was used for these

the present calculation. A reattachment length (x/H) of computations.
7.04 was obtained for a Re -132000 based on channel
height. This is in very good agreement with the Referene
experimental value of 7.1. Figure 13 shows the
streamfunction contours for the same flow. Note that there 1. Rubin, S.G. and Reddy. DY., "Analysis of Global
is a secondary counter rotating vortex within the primary Pressure Relaxation for Flows With Stron
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From (1) and (2) the control function can be defined in termsri AHN eaus

of the weight function and its derivative as The objective of this pant of the investigation was to develop
a means of evaluating grids. through the computation of certain
grid properties that are related to grid quality and to develop tech-

- W (3) niques for estimating the truncation error. Following Kerlick andW Klopfer (Ref. 8), and Gatlin, et. al. (Ref. 9), the grid quality mea-
sures are taken as skew angle, aspect ratio, grid Laplacian, and arc

This equation can be extended in a general 3D form as length. Techniques for estimating the truncation error due to the
work of Mastin (ReL 10) are also included. Al echt gri point in

P, MWe,(4)a general 3D grid, each property can have three values associate
Wwith the three directions. The approach taken in this investigatio
W is to trea each surface of constant 41 separately for ease in graphi-

Thiisapproachwassuggested byAnderson (FAt 4,5), and hasbeen clitrrtdn
applied with success for 2D configurations by Johnson and A U
Thompson (Ref. 6) and for3D configurations by Kim andmlomp-
son (Ref. 2) and by TU and Thompson (Ret. 3). The wminmum skew angle between intersecting grid lines is

Ile ompete aneliztionof() wa prposd byEismanone of the most important measurable grid properties. T1hi angle
Thef 7oplt as.aiaino()wspoosdb iea can be expressed in terms of the covariant metric elements as

(5)U4 0' -coo-,
P i W ()1 , (9)

where W, is the weight function chosen for the I' direction, Thi Since Si - Urn. 833 m gnand gn - ga, the three skew angles
definition of the control funiction provides aconvenient miea= to associated with each gri point in a 3D grid are 013 On and 03,.
specifyr three separate control functions with one in each coordi-
nate direction.

In order to preserve the geometrical characteristics of the ex- plI19
isting grid, it is practical to construct the control functions in such Since aspect ratio is the ratio of the length of the aides of a grid
amennerthat the ontrol funcioaddfnedhy (5) awe added to the cell, it can be defined in two diffierentways. For exampleon asur-
initial set of control functions obtained fro th primet, ie face of constant g, this ratio can be exressed in terms of metric

elements gN and g as

P,- (Pas* + C(Pý. i - 1.2,3 (6)

weeAR# A1 (10a)

(P), :control function based on geometry o

(P). : control funiction based on weight function WR -(lb

In these equations the weight function JWcan be computed by y~a
different formulas for different adaptive miechanlsmsic

AdataiontoLarge changtes in aspect ratio of grids from one part of the fiel to
Adapatio toanother may inhibit the conivergence of viscous flow solutions to

Varabl :W -I +IMa steady sae

Gradent :W - I+ VVI AULIdMA
Curvtur W (1+ P i) Aussis measure ofthe anoothesuofagrdis the LasplacianCurvaure W M0 P O ) l + MVPof the crvllnAwsystem, V39. i - 1.2.3. which isasimply the

(7) rate ofdamgeofgid point densityin the grid. Forapeufiectlyuni-
form grd,. the.V gId Latladan would vanish everywheare, but ex-

wb= caneca aflwscud vw~eorp~qa~y a-ceedingly large values may aris in highly stretched grids. The
sueHerescandeeiteraflawsolutionvarl nd eoragrldqualltymea mthei n of the grid I ahdacan is defined in

mare Hee nd areon he rnge0-1,andterms of the contravarlant metric elements e, the contravariant

ry base vectors at and the positiona vector r as

(I~~~ + v 8 e ,-P - 1,2,3 (11)

is the curvature of the variable V ''

Using these difinitlos of tbe control functions the elliptic mg
generation systemn becomes an adaptiv grid generation system.At f h g Is h l o
This systemn is thee solved iteratively in adaptive EAGLE by th atw tbed rid pedtngctus On acoosgrd qaaityigrfaolomad a
pon SOR method lo generat the adaptive V *', aewic~dalangagcais coordinate Mae of constant ~tegi pdga

be deUNd *a



Assume that there are two numerical solutions of orderp ac-
d, 42+ (yjj - yz + (,.. -salt 12a)curacy for (M3)that have been computed on a flegrid and on a(y~, -+ z~ -z~)' (2a)coarse grxid,withi gridi spacinghA and nA, respectively, in cut coor-

dinate direction. Assuming that the sainpth ordermethod is used
The normalized ratseatwbich grid spacigcirargea (A.RCL) as then in both cases, then the relation between the two numerical sole-

tions and the actual solution u of the PDE can be established a
(ACS dt - :1(2b

(AC)5~ (d, + ds- 1)u Uh + RMh) (15a)

and
The objective of this section as to present heuristic error ests-

mates which give order of manitude approximations for the
truncation error and the solution error in the numerical solution u-U,* + R(nh)' (15b)
of the Euler equations for compresaible flow and other systems of
conservation law.. Anyconaemtion law can be written inagener
al form as From these equations, anextrapolarevalue ofu can be computed

as

U . + f .+ 8, + h M 0 (13a) M F U . -( 5

Thetrasformation ofthis system to anarbitrary curvilnearcoor-
dinate system is Thus the estimate of the erro in the numerical soluttion computed

on the A grid irn

U+Fl+ i+ O-o0 (13b) U -U U, - LI, (i15d)

where rg is the Jacobian of the transformation and

F + *~ + 1.1) noasdegidgnrto rju bae on the control
G (j + 128 +9!k)function approach as described in the previouis Chapters, has been

~~used to generate static and multiple adaptiv grids for several ge-
ometries~bteLi). Someoftheseresuts ae presented in thisec-

Lot A be the spacing of the fine grid, andnA be the spacing of the tdon. The staticadaptive gridgwere obtained by adlapting the inithal
coarse grid. Lot LA be the diffierence approximation operator on grids to either grid quality measure variables or to eimtin flow
the fine grid, and L,,be the differemc approximation operator on sohitiouvariables. The multiple adoptiveprocedurewmtas;tedon
the coarse grid. Then the finite difference approximation of the several differet configurations with the adaptive hUSSE Euler
PDE can beq rereeted on the finegridas flow code (ite 12) for transonic and supersonic flow caseii and

with the adaptive VNSD flow cods (Ref. 13) for incompressible
flow.

u+ f.+gs,+Ah. - L*(F.G,i) + 2(h)P (13c) A m u Z J~~

Some examples of the grid quality adaptation are shown in
andoan the coarse grid as Figure I for adaptation to various quality meainres. (In Ref. 11.

color contoir ploisof the quality mneasures and the otheradaptive
feature, are ven.) Figures2it-d sobs the difference ofthe av-

1, + f. + s, + A,-LII(F.GH) + TOMh)? (13d) erageakewvanglebetweentheinitial and adeptivegrimk. The samne
number of total adaptive iterations wesren min each cas. The
control fucIoswere updated hued on the geometryof the pre-

wheren isan integer. via. grid, rather than the initial Chid, at each adaptation.

From. (130) and (Lid), the estimate of the truncation error on Comparison of Figure lb with Figur ia shon that adapta-
the fine grid can be computed as tionto the kWfle553iseffective in ftdudngthe 1Wwwaosinon~e m

gion. while inceseag the sMuewnes otherreglons ofthe grd. A
Sail improvement In aspect ratio occurs, but the smoothness of

TxhY - (14) th Vid is decrased
Compersisnfagure lcwit Figr * inbdIcates ithagdapta-

timon mpectruodoesimrovebothaspesraioadseaootka
A similar prcdr can be used to compute the eamo in the of the grid; the sliawnes, is increased, however Comparison of

numerical solution. Such a procedure has long been used In the Figure Idwith Figure Is, shows that adaptation to emoodhases im,
numerical solution of ordinary diffierential equations and is re provaws teks la ndaspect doof the grid safetivel, bet the
9arredto as Richardoon attrapolation. Even though numerical adaptive gri is note as sooth as the Iis" aleliptic grid.
solstice mustbe computed on both fine and coarse grids, the er- Figur Is do the bemeficial offet of hichmding adaptation
ror estimateswhich resuit do not have the large peasi at solution to aspect ratio, WC length, and segoothas.s, with adaptation to
singulartides which can be encountered with the trntcation errorssanec the shwnesis redluced more by the- cobtion- then
compute f6= 'AIfhrnc appradmation of Woigherivaves with Skewesaatto alone. A MUle improvemuen omi in
Thus the solutio erro estimate. may sometimes be mar usefu aspect rafti the eaootheasse of the grid does, howevr danes
in the constuction of adaptive grids.



Results from these examples show that the adaptation to the The initial grid, adapted to the gradient of the combination of
combination of all grid quality measures, or to each individually, density and pressure in the 4" direction only is shown in Figure 7e.
can improve some grd propertieswhile damagingothers. Forex- Ttal numberof adaptationswasS with C, = 0, C2 - 0.9,and
ample the adaptation to the Laplacian of this particular grid can updates were applied to the previous control functions. Pressure
reduce the skewness, but the resulting adaptive grid is not a contours obtained from this adaptive grid are shown in Figure 7f.
smooth as the initial grid. The choice of the adaptive variable for From these figures, the representation of the shocks on the
the adaptation very much depends on what property of the grid adapted coarse grid is much sharper and closer to the fine grid
needs to be improved and the configurations of the grids, solution than the nonadaptive coarse grid. The total CPU time for

obtaining 300 time steps solution for the adaptive grid was approx-
imately 800 seconds for each adaptive mechanism, nearly 50% say-

Results of multiple adaptation performed with the adaptive ing time compared to that of the fine grid.
MISSE Euler flow code are shown in Figures 3-8. In all these The adaptation to the combination of density and pressure in
plots, NIT is the total number of time steps, INT indicates the directionand to the gradientofthiscombination in an direction
number of time steps at which the first adaptation is performed, o Fire6give a soothe behavior of th e ps coeffiient
NCL is the number of time steps between each adaptation, and of behi 6 gives a smoother behavior of the pressa coefficient
MAXINT indicates the number of time stepp at which the last behind the shock than the adaptation to the curadient of preFue
adaptation is perfortmed. Values of weight functions aloneofFigures7cand7d. Theadaptation tothecurvtreofFg-
(AWTl, AW'/), weight coefficients (Ci, C,), adaptive variables ures 7a and 7b gives a better result, however with a little ovmpre-
density (RHO,, RHO-) pressure (PRESI, PRES,) are given for diction of the pressum coefficient right behind the shock. The
the 1' and the V directions, respectively. For example, adaptation to the gradient of the combination of the density and
AWT - GRAD, CURV, C 0. 5. C, - 0.3. RHO - 1,0, pressureinC2directiononlyinFigures7eand7fgiveatheclosest
PR.S - 0,1 and a - 1, p - 1, can be interpreted as adapta- solution to the fine grid solution.

tion to the density gradient in the 11 direction with C, - 0.5, From thes results, clearly multiple adaptive grids produce a
and to the curvature of the pressure in the 42 direction with betterrepresentation of the shock regions, aswellas theexpansion
C2 - 0.3 with coefficients of gradient aid curvature regions, than that of the same nonadaptive grd. Among thes
a - ., - 1, respectively. adaptive mechanisms, the use of the better results than the use of

leweesingl variable. Anothe advantage that shouldbe mentioned hem
is the controlling of the direction in which adaptation is applied.

Results obtained from asupersonic flow at Mach - 2 over fine As shown above, the adaptation inonlyone direction (V') ives the
(121 x 41) and coarse (81 x 31) double-wedge grids are shown in closest solutiontothe fine grid solution. Moreover, the griinthis
Figures3-7. Figure 3 shows the pressure contoursobtained from adaptive mechanism is not being disturbed as much as by the
300 time stepson the initial and adaptive grids (121x 41). The grid adaptation in both directionL The minimum skew angle for this
was adapted to the density gradient in the flow direction (RffO - case is higher compared to those of adaptation in both directiom.
1,0) with C, - 0.7 and to the pressure gradient in the normal Ofcourse, thisiste onlyforacertainnumberofadaptatiosand
direction with C2 - 0.5. A total of 4 adaptations was used for a particular valie ofweight coefficientL
this cue, with contro fiun•ctions updated form the previouu grid. wind tanr amam/e lrag')

Figure4 shows the pressure coefficientson the lowerwall, and Results from the supersonic flow at Mach - 2in awind tunnel
convergence histories of the two solutions are shown in Figure 5. are showninFigure 8. These resultswere alaoobtainedin300 time
In Figure S, the high peaks at each adaptation are due to the use steps. Figure ga is the initial grid, Figure 8b is the adaptive grid
of the previous solution on the new adapted grid without integra- adapted to the error estimation in both directions, and Figur 8c
tion onto the new grid. From thew figures clearly the adaptive is the adaptive grid adapted to gradient of the combination of den-
gidgivesamuch betterrepresentation oftheshockregionsasweli sity and pressure in both directions. The number of adaptations
astheexpansionregions. Shocksaremuchsharperforthesolution was 5 for both caes, with C, - 0.6. C2 - 0.55 for the
obtained on the adaptive grid. A remord of the CPU time on an adaptation to gradient of the coMbinatiom. Shocks are much
IRIS 4D/44,0VGX machine shows that the total CPU time for the sharper for solution obtained on the adaptive grids than on the
initial grid (121 x 41) without adaptationwas 1481.51 CPU seconds nonadaptive grids for thisconflgurition in supersonic flow s weD.
and for the adaptive grid (121 x 41) was 1599.02 CPU seconds, an Results from then eumn1es show that multiple adaptive grids
8% increa. captured very well major features of the flow field in supersonic

ContourplotsonthepressureoftheinitialfineVrid(121x41), flow for these particular configurations. The adaptations to the
the initial coarse rid (81 x31), and the adaptive grid (81 x 31) are combination of the grid quality measures, such as skewness of the
shown in Figum 6. The coarse ri was adapted to the combina- grid and the flow solution, for thes particular grids not only make
tion of density and pressure in ' directionwithweightcoefficient the gid more skewed but also resulted in poor resolution of the

C, - 0.5, andto the gradient ofthis combination in 92 direction major features of the flow field. On the other hand the adaptatiou

withweightcoefficient C - 0. 5,(AWT- VAR. GRAD, RHO - to the er estimation and the use of the weighted average in

1,l PRFS - 1.1). weight functions computed frm several flow variables does, in

Different adaptive mechanisms applied to the coarse grid in ft, improve the solutions.

the multiple adaptation proces are shown in Figure 7. Figure 7b Tb computation of the weight function and the hk= of the

shows the pressmue contours obtained on the adaptive grid of FSg adaptive solution variable are independent from one direction to

ure 7a. The initial grid was adapt to the curvatum of the com- another thus enabling the users to have more edom in chooing

bination ofdensity and pressure in both directions (A WT - CURK, suitable adaptive metchanism for each kind of flow. For example,

CURk /JO - II,PRES - 1,I). The total numberofadaptatiom in the case of boundary layers and shocks occurring in the same
wo4with C, -- 0. 7. Ca - 0.7. Thmcoeffientftbegilo- field, the users may choose to adapt the grid to the velocity

eot and curvature were a I and P - 0.5, respectively, and maonitudengradiet o g radient in o tthe flow dietond-

the updat e from the original control functions. ary iaureglois and to the pms e dien in the flow dirction

Fipgre 7d shows the pressure contours obtained on the adap to captur the shocks.

tive grid of Figure 7c. Thea adaptativa mechanism htr this cas was oirSam
preure gradmnt in both drection with C, - 0.7, C2 - 0.7
and total numb e of adaptation was 4, (A *WT - GR4L G4A1 Resmul of multiple adaptao peruformed with the adaptive
RHO - OA PRES- 1,1). INSD incompressible flow code are shown in Fiqpgrm 9-12

Tlhm rmults are obtained for incomprasoe lamina flow for a



2-block backward facing step, (grid size for the first block is (21 Figure 16 shows the velocity magnitude contours obtained on
x 35) and (81 x 41) for the second block). The Reynolds number the initial and another adaptive grid. The initial coarse grid was
used in this investigation for the backward facing step was 18332 adapted to the combination of vorticity and quality measure aspect
for comparison with experimental data. ratio of the grid in the direction normal to the flow direction, (4 WT

= VAR, VAR, VORR - 03, ASPE - 1). Here
The grid constructed for the backward facing step considered C, = 0.3, C2 - 0.5. Figures17 ad18showthesklnfictio

inthiscaseisthesameasthegeometryof the experiment. Howev- and pressure coefficients of the inner and outer walls obtained
er, the step length downstream of the grid is only 30 times the
length of the step height, while the step length for the experiment from care, fine and adaptive coarse grids.
wasmuch larger. Figure 9c shows thevelocitymagnitude contours Figure 17 shows that the behavior of the skin friction coeffi-
obtained from 5000 time stepson the initial gridof Figure 9a. Ve- cient of the outer wall is almost identical to that of the fine grid.
locityvectors are shown in Figure 9b.. Figure 10shows the velocity The representation of the skin friction of the innerwall issmoother
magnitude, vorticity contours and velocity vectors obtained from than that of the nonadaptive grid but with a large change after the
5000 time steps on the adaptive grid. T initial grid was adapted separation region toward the outlet of the duct Figure 18, again
at 500 and 1000 time steps to the vorticity magnitude in the direc- indtiate& that the adaptation did not help in the improvement of
tion normal to the walls with C, - 0, Ca - 1, (AWT - VAR, the pressure coefficients for this case either.
VAX VORR = 0,1). Tbtal number of adaptations was 2 for this A record of the CPU time on an IRIS 4D/44"VGX machine
case, and updates were applied to the initial control functions, shows that the total CPU time for the iit grid (111 x 51) was

Skinfriction coefficientson the lowerand upperwalls (begin- 23870.61 CPU seconds and for the adaptive grid (ill x 31) was

ning at the step) obtained from initial and adaptive grids a approxately 13800 CPU seconds for each adaptive mechanism.
plotted in Figure 11. Velocityprofiles at the step and several loca- From Figures 13 and 16, itcan be seen thatinboth adaptations the

tions downstream (nearest to the experimental data) along with gridsget finer at the turn. C.respondinglytheskinfriscioncoeffl-
digitized experimental data are shown in Figure 1 cdents obtained from adaptive Fgis have higher pick at the turn

and capture separation regionweil, asshownin Figures 14 and 17.
Results from these figures show that the velocity profiles oh- Moreover, the reattachment point obtained from adaptive grid of

tained from the adaptive grid are closer to the experimental data Figure 14 is diner to that of the fine grid than the adaptation of
than for the nonadaptive grid. However, there are some wiggles Figure 17 and the non-adaptive grid.
of the skin friction coefficient obtained from the adaptive grid oc-
curringat the separation region of the lowerwall This maybe due CONCLUSIONS
to the redistribution of grid spacings in this region. Digitized val-
ues of the reattachment length from Figure 11 are approximately The widely-used EAGLE grid generation stem (Ref. 14)
7.67 for both solutions, while the experimental value was 7.9 for has been extended and enhanced so that it can be readily coupled
this particular Reynolds number. The difference of these values witheMstngPDEsoverswhich operateonsuuctu grid topro.
may be due to the difference of the step length of the experiment vide a flexible adaptive grid capability. The adaptive EAGLE grid
and the grid downstream. code can be used for generating not only algebraic grids and ellip-

tic grids but static adaptive grids as welL In the static adaptation,
A record of the CPU time on a Cray 2 machine shown that the the grid can be adapted to an existing PDE solution or to grid qual.

total CPU time for the initial gridwithout adaptation was 25956.26 itymeauresor to acombination ofboth The test cases show that
CPUsecondsand for theadaptive gridwu26363.74CPU seconds. some grid properties can be improved by the static adaptation to
Since there isonly 2 adaptive iterations the increase in time for this grid quality measures.
case is 1•.%. In this study, the weight functions can be formulated as

10 dapm turn aound duet weighted average of weight functions from several flow variables
n -mn Ible N2YaiI.Stou or several quality measures or the combination of both. Different

Mst flow solvers for incompressible flow require grid lines weight functions and adaptive variables can be applied in each
which Mse ptkeddoselytothewalbin order to reslve the bound- direction. These operations are controlled through the input pa-

ary layer regions. This results in a large number of grid points and rameters in static as well as multiple adaptation mode.

hence long computer times. The multiple adaptation can be used There are several successful incorporaions of the adaptive
to reduce the cost of computer time by allowingthe use of acoarser EAGLE packed subroutines into flow odes, including INS3D
grid. In the present investiption, afine r•id (111 x51)with spacing from NASA Ames and the MISSE Euler solver developed at Mis-
off thewallsof 0.002andacoarse grid (111x31)withspacingO.004 . sppi State University. Several configurations are considered
off the walls are considered for the turn around duct. The result for each of these adaptive flow codes for the investigation of the
ofthe adaptationon the coarse grid iscomparedwith the nonadap- new weight functions formulations and grid quality measures in
tive fine grid solution, while the Reynolds number for the turn the multiple adaptation.
around duct was 500. Results obtained from 6000 time steps on Results obtained fromn the adaptive MISSE Euler flow code
fine, coarse and adaptive grids for turn around duct are shown in showconsiderable sucess asmeasred by improvements in shock
Figures 9-18. resolutiononcoara gridsin the compressible flows. Somesucces

Figure 13 shows the velocity magnitude contours obtained on has been made in capturing separtaion regions on coarse rids of
the initial and adaptive grids. The initial coarse grid was adapted theadaptivelNS3Dflowadeininompm b flows. For ifater
to the velocity magnitude gradient at 1000, 1500,200 and 25W study, the interpolation of the previou solutions to the new
time stem in the direction normal to the flow direction, (A WT - adapted grids would be recommended, especially for the adaptive
GRAL GR•A VOMA - 0,1). ltal number of adaptationswa INS3D flow code and the implementanon of urbitrary block

4 with C, - 0.1. C2 - 0. 5, and the updates were applied to adaptation inmulit-block configurations.

the initial control functions. Figures 14 and 15 show the skin fric-
tion and pemreoeffidentsof the inner and outerwaflsobtained ACfKNOWLEI EME!NT
from coarse, fine and adaptive cause grids.

Figure 14 shows that the behavior of the skin friction coeffi- l w -o-rk wns thepAie in part by D rat
cleats for the adaptive grid are much darner to the fne grid solution fin63,5-89-C-(1209 from the Air Forne Arm)ment Directorate,
thn the np edpttvecoa rnid. Figu 15a mtdatthe adapa- Eain NAS (3r. Lawemnce NjeSk, moir) and in t by Cen-
tion for this cm did not help significantly in the e tract NAS8-3ir49 0enm NASA Marshall SpPu Flight Coitor
the premsure coefficien•, (Dr. Paul Monnaughe, monitor).
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A ROBUST QUASI-SIMULTANEOUS INTERACTION METHOD FOR
A FULL POTENTIAL FLOW WITH A BOUNDARY LAYER WITH

APPLICATION TO WING/BODY CONFIGURATIONS*)

A.J. van der Woes") and J. van Muijden*)
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P.O. Box 90502; 1006 BM Amsterdam

The Netherlands
Tel: (020)5113113; Fax: (020)5113210

Abstract formulated. Robustness of the interaction algorithm
has been formulated as the main requirement. Next,

The HATRICS flow solver calculates the the basic concepts of the viscous-inviscid
inviscid transonic potential flow about a wing/body interaction solver will be given. Subsequently, a
semi-configuration. At present, work is in progress short system overview will be given of the MATRICS-
to extend HATRICS to take viscous effects into V flow solver. followed by an analysis of the
account through coupling with a boundary layer boundary layer equation system and on the .nter-
solver. This solver, MATRICS-V, is based on robust action law. Finally, some preliminary computational
cal •ulation methods for the boundary layer, the results will be presented.
outer wing flow and their interaction. MATRICS-V is
intended for (inverse) design purposes. The 2. Starting sosition for the
boundary layer and wake are based on an integral davelo9mnt of MATRICS-V
formulation of the unsteady first order boundary
layer equations, the inviscid method is the The MATRICS-V viscous- inviscid interaction
existing MATRICS potential flow solver and the solver is a follow-up to the MATRICS three-
interaction algorithm is of the quasi-simultaneous dimensional inviscid transonic potential flow
type. solver. This flow solver solves the full potential

equation in strong conservation form on a grid of
The paper gives a progress report on the C-H or C-O topology. This grid is generated using

coupled potential-flow boundary-layer method for the MATGRID grid generator (Tysell and Hedman,
transonic wing/body configurations. Ref. 2). The solver uses a fully conservative

finite volume discretization and a multigrid
1. Introduction solution method. The discretization scheme is

second order accurate in the mesh size in subsonic
Computation methods for three-dimensional parts of the flow, and first order accurate in

transonic potential flow are an important component supersonic parts of the flow. For the capture of
in design systems for civil aircraft wing/body supersonic/subsonic shock waves a Godunov-type
configurations. Accurate performance prediction shock operator is used. Options for fully-
under these conditions (e.g. lift-drag analysis) conservative as well as non-conservative shock-
requires that the transonic potential flow solver capture are available. Details on the MATRICS flow
is coupled with a boundary layer solver to account solver can be found in references 3, 4.
for the viscous effects on the wing pressure MATRICS provides data for a lift-drag-diving-moment
distribution in a sufficiently accurate way. For analysis. Substantial research has been performed
same years NLR has available its own developed on the reliable prediction of drag by the MATRICS
syptoe MATRICS (Multi-component Aircraft TRansonic flow solver. Findings of this research have been
Inviscid Computation Syatem) for the calculation of reported in reference 5.
the tlree-dimensional inviscid transonic potential
flow about wing/body configurations (Ref. 1). The The development of MATRICS-V is partly based
MATRICS-derivative MATRICS-V -now under develop- on experience at MLA with the modelling of two-
ment- will calculate the interaction of the dimensional strong viscous- inviscid interaction on
inviscid potential outer flow and a viscous airfoils (Refs. 6, 7).
boundary layer on the wing of a transonic transport
wing/body configuration. The ultimate objective of 3. Rautrements
the development of MATRICS-V will be the embedding
of this system in a wing design system, also MAT•ICS-V is designed to calculate the
currently under development at NIX. influence of the wing boundary layer and wake on

the inviscid potential outer flow about a given
This paper gives a progress report on the transport-type wing/body configuration from

development of MATRICS-V. Firstly, a description subsonic up to and including transonic cruise
will be given of the HATRICS three-dimensional conditions. Laminar as well as turbulent boundary
transonic potential flow solver, being the starting layers should be calculated, where the turbulent
point for the development of KATRICS-V. Secondly, boundary layer is allowed to be mildly separated.
the requirements for the development of the The HATRICS-V method should be robust; a guaranteed
viscous-inviscid interaction solver will be converged solution should be obtained for realistic

flow conditions. The method should also be about
ten times faster than a three-dimensional Reynolds-

*) This research has been performed under averaged Navier-Stokes solver, to enable wing
contract with the Netherlands Agency for design applications.
Aerospace Programs (3VIV 018023)
Re) esearch scientist, Num. Math. and Appl. Frog. k, .- AR *ftM,

Dep., Informatics Division
eseartch Scientist, Theoretical Aerodynamics The coupling of an inwiscid outer flow with a

Dep., fluid Dynamics Division viscous boundary layer flow will be me using an



integral method formulation of the boundary layer 5. Description of the calculation method
equations. With integral methods there is no
explicit formulation of a turbulence model, but the 5.1 Inviscid method
system of equations is supplemented by suitable
empirical closure relations. The integral method is The full potential equation
reasonably easy to implement, because in the
integral method the three-dimensional flow problem - (pu') ' 0, (1)
is formulated as a two-dimensional problem on the axt

wing surface and the wake center-surface. This is a
great advantage in code development. -t1 -u __ ( 2)

Until a few years ago, the boundary layer
equations have always been used in their steady
form to compute a steady boundary layer flow. The
main advantage of this formulation over an unsteady q2 . (ul)2 (u2)2 (u3)2 (3)
formulation has always been its lower computation
time. Hovever, using the boundary layer equations
in their unsteady formulation, integrating then (4)
towards a steady solution, the boundary layer p=1 2 (1 -q)l

method is particularly well suited for 2M

vectorization and hence for implementation on
todays supercomputers, see Van Dalsem and Steger is solved using a finite volume discretization
(Ref. 8), Swafford and Whitfield (Ref. 9). An even formulated or. a curvilinear coordinate system and a
more important advantage of using the unsteady multigrid method employing ILW/SIP smoothing. At
boundary layer equations for solving steady present only semi-configurations can be considered.
boundary layer flow is the robustness of this
approach. With the unsteady formulation a simple The boundary conditions are:
time-intogration scheme will in any case produce an 0 on wetted surfaces u. - qS; (5)
unsteady answer. With the steady formulation a for the inviscid flow solver, the source
space-marching scheme has to be used and the strength S - 0 on the body, else S is computed
specification of initial data proves to be more by the boundary layer solver;
difficult in a space-marching scheme than in a 0 in the symetry plane u, - 0, (6)
time-integration scheme. Also in case the steady 0 in the far-field, except downstream, V - 0, (7)
boundary layer solution is non-unique or non- 0 in the far-field downstream (Trefftz-plane)
existent, the solution produced by an unsteady
formulation is probably more useful than the 1% . O, • (8)
solution produced by a steady formulation. (a1)2

Two candidate interaction algorithms have been
considered, namely the semi-inverse and quasi- where fl is the chordvise (wrap-around) grid
simultaneous algorithm. (The more sophisticated coordinate,
simultaneous algorithm is too expensive to across the prescribed vortex sheet
implement in MATRICS because of the fully implicit
relaxation algorithm employed in the existing f qW -q-q, (9)
inviscid potential outer flow solver). Experience "[sij. (pqS) - (pqS)
by Ashill • a. (Ref. 10), pp. 35. and Cebeci, Chan
e.a. (Ref. 11) indicates that the semi-inverse for the inviscid flow solver the jump across
algoritfim lacks robustness in difficult flow cases. the wake, (.)+ - (.)-, is computed by the
Therefore the quasi-simultaneous interaction boundary layer solver,
algorithm is used, being the best available across the C-0 topology branch cut that
interaction algorithm that can be implemented in extends from the tip section to the far-field
interaction with the inviscid potential outer flow lateral boundary
solution algoritm. Wo] CO, = 0. (10)

In the inviscid potential outer flow solver
the *blowing velocity approach' is used to account
for the boundary layer effects on the inviscid 5.2 Visem e-hod
outer flow, which means that a source strength is
specified at the body surface and a Jump in source The steady first order boundary layer
strength at the wake. This approach is reasonably equations, describing conservation of mwss and
standard, while experience by Chen, Li e.a. momentum in a general right-handed coordinate
(Ref. 12) reports that this approach is more system, can be found in Myring (Ref. 15). Adding
reliable than the boundary layer displacement time-dependent terms and using first order integral
approach. thicknesses, the boundary layer equations can be

integrated with respect to z (normal to the wing
Experience by Chow (Ref. 13) indicates that it surface or wake centerlins), using the momentum

is mandatory to prescribe the pressure Jump across equation in z-direction to eliminate the pressure.
the wake as a boundary condition to the outer Than the integral equations are obtained in the
inviscid flow. The latter Jump influences the Kutta form
eomdition prescription in the outer inviscid flow,
and this is essential in order to compute realistic X-momentum:
lift values for the wing. The pressure jup across
thebounkdary layeris computed a) in Ch•w (let. 13) q1 , jt
and Look ad Villiam (Ref. 14). rt at (q q2 *at



1• In the latter equation (13) the instationary

1 '
3

i * ~j4 l a , 1a ~entrainment coefficient is an extension of the
h + 8x h- + -J + kIc+ (11) unsteady two-dimensional definition as used byh, 12 I hj q ax J1 Houwink (Ref. 16).

Subsequently an expression is needed for the
calculation of the non-dimensional mass flux S
through the surface of the wing and wake,

.•-hz•a Ja (1 }representing the displacement effect of the
[*,, 2 boundary layer on the inviscid outer flow. Assuming

- 012 - + --_I + k + an inviscid flow between the stream surface z - 0
h2 ay h ay J ay and the displacement surface 6, which is a stream

surface for the inviscid flow, the following
expression can be obtained from (13) by setting

{i! ax q} h2 qay q q} -

1 Las, -J.-E26 fi8a"Ji21
+;q ask q . 1:J8 'at ax h 1 Ty Ph2822uk2 •Cj 2

(14)

y-momentum: this is equivalent to S - ;Y/q, yielding the usual
-a interpretation of S in steady inviscid flow.

162 - V 85p r1(1-2 )52 +aq In the used body-conforming non-orthogonal
at ja at 3 Jet coordinate system the y-axis is in the spanwise

direction of the wing, while the x-axis is in
chordwise direction wrapping around the wing and
the wake.
Next, a streamline coordinate system is adopted, inF- 1 which the variables (now denoted with tildes)1'l a1 L2a 1a- j 1 12 reduce to their familiar form see Myring

7 i t 0 2 qh Tx 'i 7x h~j ( Re (f. 15). Transformation to and from the stream-

line coordinate system is done whenever necessary.
Thus it is possible to derive equations using ,the
well-known integral parameters in streamline
coordinates and in the curvilinear system.

[~2 - 1 The equations (11) to (14) are thus written in the
S1 2 89 1 a 1f + basic variables 711, fl, q and C, where the cross-

22 a y, i a -l2 flow parameter C is defined as

h2 ay h2 j• ay q i''- q Tl IS,°-- q

61
j ax q q } h2e ay Reduction of the number of unknowns to the four

basic variables is established by prescribing a set

of turbulent velocity profiles in the streamline
coordinate system, while the density thickness S.
is eliminated using the Crocco relation,

+ -lc, . prescribing a parabolic distribution between
22 velocity and temperature (Ref. 17). For the time

being no velocity profiles are used, but proven
entrainment: closure relations taken from accepted two-

dimensional methods for attached as well as
_LA a_6A N .(s PiL (as•iiso[. separated flow (Ref. 16, 18, 19) have been

-iJ ( t i at ax lhJ implemented in a first version of the code. In a
next version, more physical closure relations and
velocity profile families will be used.

Initial conditions for the turbulent boundary
---- --_. s . a L6 c. layer calculation are generated by the BOLA-2D
y (h 2  J hax h2 ay stJ solver (Ref. 20), which calculates the laminar

quasi-two-dimensional flow in the leading edge
region of the wing.

(13) Boundary conditions are set at the wing root, where
derivatives in spanwise direction are assmed to be

where q is the velocity, J is the Jacobien of the zero, and the wing tip, where zero lateral deriva-
transformation from physical to computational tives in local sweep direction are prescribed, see
space, and overbars denote boundary layer edge Cross (Ref. 21). Far downstream, a zero gradient
values. The density thickness 6, is the integral of condition in chordwise direction is specified for
(p-p)/p over the boundary layer. all quantities.



The system of equations (11) to (13) is solved specified on the wing. Further downstream, a quasi-
in combination with an interaction law (to be simultaneous interaction algorithm is used. In this
discussed in the next section). The complete set of formulation the inviscid flow calculation is done
equations can be written symbolically as in direct mode with a prescribed source strength S

E on the wing and the wake and a prescribed velocity
Eut + Au. + Bu, + Du - f, (16) Jump across the wake. The viscous calculation is
q done in quasi-simultaneous mode with a prescribed

inviscid wall velocity, which has been corrected
- for boundary layer curvature effects. Thus the

where u 0 11, H, q, C]. boundary layer is computed effectively with a
prescribed edge velocity instead of the inviscid

The system (16) appears to be hyperbolic in wall velocity. Cebeci, Clark e.a. (Ref. 28) have
practice. Discretization is done according to the shown that such an approach avoids the initiation
directions of the characteristics in (x,t) and of undesirable pressure fluctuations in the
(y,t)-space, using a matrix-split procedure trailing-edge region at reasonably large angles of
(Ref. 22). Thus equation (16) is discretized as attack. The boundary layer computation computes a

new source strength S and velocity jump Aq. which
are used as the subsequent input for the

E (17) interactive calculations.

q 6. Analysis of the system of eauations

In smooth parts of the flow second order accurate 6.1 Analysis of boundary layer eauation system
differencing will be obtained using a scheme as for
example in SpekreiJse (Ref. 23). To analyze the properties of the boundary
The system of equations (17) is solved using the layer equations formulated in chapter 5 (Eqs. (1),
fully implicit backward Euler time-integration (2), (3), (18)) we assume the following simplifying
scheme proposed by Steger and Warming (Ref. 24) and conditions:
Yee (Ref. 25). * orthonormal coordinate system, i.e. hl-hz-l,

g-O; k1 -k 2-k 3-0; 11-12-13-0;
5.3 Interaction law . outer streamline aligned with the x-axis, i.e.

;4/4-1, ;/A-0;
In order to avoid a breakdown of the boundary * closure conditions as in Cousteix and

layer formulation in separated flow regions an Houdeville (Ref. 20), i.e.
extra equation is needed which modifies the
inviscid flow boundary layer edge velocity q. -

Usually a highly linearized form of the Lnviscid , C611 ild1 ). Dl = -Ce11,
outer potential flow .is taken, for example the two-
dimensional Hilbert-integral formulation as used by
Veldman (Ref. 26). An even more simplified form is (zz - -C ( -i). -C19)

given by Williams (Ref. 27). In this paper the
latter form is slightly modified, but still derived With H-•/1l and H--(6-Tj)/T1 1  we obtain an
from the linearized potential equation. This will equation system
be discussed in more detail in section 6.2. In its E
simplest form the interaction law can be written as =ut + Au,, + u, - f. u [ln 1 1 ,iH.lnqlnC],

q
aq - i S -i (18) whr

Time-dependent terms are obtained from the M i - ,(* '(&). j *, ) 0

instationary form of S (equation (4)), paying
special attention to the limiting case for N - 0. * . ' * 0

Two remarkcs are made: .(20)
1. Equation (18) is written along streamlines, - ((+)6d.1) . - (i4.)(2.4i_42c.K•,ra) 0

which implies that the streamline directions
are known from the inviscid flow solver and Lr I N(-0) •qIr() N
are kept fixed during a viscous calculation.

2. Equation (18) is a law in correction form,
indicating that it will not influeanc the [ 0 i.a 0
converged solution. In this way the 0
interaction law can be shown to be essential H1 "1 (21)- j,(21)
to avoid breakdown of the boundary layer " .r) ar
formulation, but once convergence is obtained " % K

it does not affect the final solution. 0 2.-0 1

5.4 Viscous-inviscid interaction algorithM
M-1~Ei(*) I (I N.,

The leading edge part of the boundary layer [ ,. .
will be calculated in direct mode using the program " ;(22)
DOLA-2D (Ref. 20). This presupposes that the flow ;(22)
does not separate in this part of the boundary 0 0 o 0

layer. The inviscid flow computation in this part 1) XM(U.

is done in direct mode with a source strength S L



the parameter eoO at &0 and all values for X are positive for all H, so that
now all characteristics originate from the upwind

6r = 7- , (23a) direction.
2

For the case 8/ByuO we find the following
- characteristic directions in the x,y-plane
Mq - 2 + (0-1) Ma, (23b) (A-dy/dx):

* No interaction law (KI-0, K•,1):

H - (11.) (146,) - 1, (23c) A - 0 (27a)

H' - dH1 /dH. (23d) A - 1-I, (27b)

Setting Yd-1 and Ki-w/(#Ax) in the third row of
eqs. (20)..(22) reproduces eq. (18). H'A2 + ((H'I)H 1 -H 1(1561)+I+6$) A +

Following Hyring, reference 16, the

characteristics of an equation +1 + 6, -0; (27c)

Eut + Au. f f - 0. u - [u1 ... U as in the x,t-plane a characteristic direction

changes from upwind to downwind at separation
can be obtained from (i.e. at HI-0).

dWith interaction law (KIj0, Kd-l) in case KI-1,
det(E-AA) -0, -A . (24) &A-0, C-0:

dx
A - 0, (28a)

We first consider the quasi two-dimensional flow
case (8/8y-O) where no interaction law is used,
i.e. KI-O, Kd-l. This way we find the following (-(H+l)2H,4*(H+l)He)A3 + ((2H3+H2 -2H-2)HI' +
expressions for the characteristic directions A:

A H, (25a) *(-2HN2 l)H1.H
2 +H÷l)A2 +

A. NqSr(H)' (25b) +((HI4-1)HI 2lz*H2)A + 1- 0; (28b)

two positive and one negative value for A are
-H A2 + ((Hl1)H 1 -H÷1 -(Hil)6,) A found in case of realistic H1(H))-functions.

0(25c The characteristics in the x,t-plane for the
-HHR1  1.+( .more general case with an interaction law (KiO)

and without the additional settings Y,-l. RZ-0 and
For realistic H1(H)-functions, viz. with H'-Hu/A e-0 can only be analyzed numerically. We find the
the roots of the latter quadratic equation are following expressions for the characteristic
real. Consequently, the equation system is fully directions:
hyperbolic. If Hj<O the values for A are greater (29a)
than zero. At separation, that is at HJ-O, in the A- H,
minimum of the H1(S) curve, one eigenvalue A passes
through zero, which means that the characteristic
direction changes from upwind to downwind there. a3 A2 * a2A

2 * a1A * a - O, (29b)
Consequently, the equation system models the
corresponding physical .behaviour. where a3 - dot A and as - dot S.

A well-defined interaction law has the property
We continue the analysis for the quasi two- that a3o0 for all 1. This gives the following

dimensional case (S/By-0), but now for the case relation between K1 and Kt:
where an interaction law is used to solve for ln4, /W

i.e. KjoO, Kd-l. In case Ki-l, R2-0 and s-0 we find '> I -

the following expressions for A: (If-Ii) (H~l) -QIH (11.) .NH4 (I-N2 ) - 1 52 (H÷l)

A - 0, (26a)

(30)
if H1<O the value K1-O may be chosen (direct mode).

A -H, (26b) If H1 <O the value K1-O.01FC is suitable for all Ra

and all R, in the sense that mierical computation
of A indicates that then for 0c<R 5 l.7 all values

((H*I)2H -(HN-)H 1 ) A2 + (-HN(2H+I)(HIl) + for A are real and positive, while in same rare
cases complex values are found with a positive real
part. The boundary layer equation system (and

* i•(2N.3) - 1) A * (H~l)(1Igi•-il) - O. (260) interaction law) have consequently favourable
properties for use in the transonic flew regime at

For realistic Hj(h)-fufctions. nmoely with (ffl)Hi- cruise conditions. bemuse all characteristic
H1 i 0 and Mj-H<.0 three values for A are positive, directions generally originsate from upstteam,
one is negative. For small e<O it can be shown that initial conditions for 11. H, q and C have to be



specified upstream, while downstresm no initial Parameters are now introduced for the direct and

conditions need be specified. inverse parts of eq. (35):

6.2 Properties of interaction law Cp flas_1± &K, (S S _S-k)" (38)

Following Lock and Williams (Ref. 14), we
consider a source strength S approximately normal
to the surface, a velocity q approximately parallel The parameters K1 and Kd can be used to perform
to the surface, and define a perturbation potential direct, inverse and quasi-simultaneous computations
0 as as follows:

direct : r, -0, K4 - 1, (39&)
q= 0., AS -€,. (31) inverse : Y1 - 1, KY - 0, (39b)

q quasL-simultaneous: K• > 0, K4 - 1. (39c)

The outer. potential flow can be described by the With quasi-simultaneous computations,
linearized perturbation potential equation inspection of equation (3.8) shows that the

inLviscid outer flow solution is modified locally at
(14(e) ÷q ' a-0, places where S differs much from the previous

solution S*. In the first few iterations between
inner and outer solver this will lead to non-

with ÷, - AS at a - 0. (32) physical velocity distributions in the boundary
layer, especially at the wake where a velocity

In the context of the definition of an interaction difference will occur between upper and lower side
law we will interprete Aq/q and AS as corrections for lifting cases, showing the deficiency of not
with respect to a starting solution, i.e. modelling the circulation in the interaction law.

k The inviscid flow solver will therefore have to
-q .- q , AS . S-Sk, (33) compute this circulation effect on its own.

q q
Considering the two-dimensional steady form of

where q is given by the preceeding outer flow S and using the property of mass conservation along
computation and Sk by the preceeding viscous flow streamlines in the outer flow, we will use in
S lculation. A solution to (32) in subsonic flow in eq. (38):
Fourier space is given by 86* (40)

, - 4L- l-", . (34) s -Kas

AlSebraic manipulation of (31), (32) and (34), It can now be observed that with Kl>0 and Kd>O in
using the derivative of Aq/q with respect to s in equation (38) 8q/8s haw a positive correlation with
order to obtain non-imaginary quantities, then a$,"/s, which is a desired property in subsonic
lead. to a law in Fourier space of the form flow.

_ 1" aq1  (S-Sk). (35) 7 Preliminary computational results

The NATRICS inviscid flow solver has been
tested extensively and appears to be a robust

In physical space we may consider (35) as the method (Ref. 3, 4). In this section attention will
leading term in an integral form of an interaction be given to the boundary layer solver with
law and use it in this simplified form. interaction law and its robustness. Finally a fully
In supersonic flow only the rLght-runnLng wave is converged solution of the whole viscous- inviscid
considered, interaction computation will be shown.

(36) Starting with an Lnviscid velocity distribution
* Cei'e-I3" 36 pt .vided by the HAT1ICS outer solver, som

calculations have been made to obtain a converged
Manipulation now yields a non-Liaginary interaction boundary layer solution only.
law of the form Initial values for the boundary layer paramters

I ) were obtained from a two-dimensional flat plate
3 p - (S-Sk). (37) solution. These calculations, without any inter-

q action with the inviscid, outer solver, show the
changes made by the interaction law.

Considering eq. (37) as the leading tern of an
integral form of an interaction in physical space, The first case is a FACA-0012 straight wing at
we now have a form of interaction law that couples a Mach eber of 0.70, zero angle of attack and
S to q instead of 8q/Ss, which cannot be Reynolds mnber of 9 million. Only the root section
incorporated in the system of boundary layer of the wing will be shown, because this section is
equations in a simple way. The subsonic law (35) a smy try pl5D with a two-dimensional flow by
appears however to produce useful results both in definition, and therefore allows comparison with
subsonic and supersonic flow, which is mainly due two-dimensional methods. In figure Ia the inviscid
to the fact that strong interaction occurs in velocity distribution at the root section is given.
subsonic parts of the flow (at supersonic-subsonic It can be shown that the trailing edge stagnation
shock waves and at trailing edges). This relaxes behaviour causes a severe boundary layer growth,
the need for an explicit supersonic law, also leding to separation if no interaction law is used
considering the findings described in section 5.1. to adept the velocity distribution. Figures lb. c,
We will therefore use eq. (33) both in supersonic d show the resulting velocity, momentum thickness
and subsonic flow. and shpe factor i at Reynolds ember of 9 million,



calculated with interaction factor KI-0.05. The history is shown in figure 5a. Finally, in figure
resulting velocity distribution shows smaller 5b the convergence history of the residuals in the
decelerating velocity gradients and a less severe MATRICS outer flow solver are given as a function
stagnation behaviour at the trailing edge. In order of the number of smoothings. A reduction in both
to obtain a physically relevant viscous solution, maximum and mean value residual of 2.5 orders of
the outflow, computed from this very first boundary magnitude has been obtained, which is promising for
layer solution, can be added to the full inviscid further development of the interaction algorithm.
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rence is that the complicated viscous flow
equations, i.e. the Navier-Stokes equations

To assess the state of the art in ship and approximations thereof, are less ame-
viscous flow computation a Workshop was nable to analytical treatment than the in-
organized in 1990 by three organizations: viscid equations, normally based on poten-
SSPA Maritime Consulting AB, Chalmers Uni- tial flow theory. Therefore it was not un-
versity of Technology and Iowa Institute of til computers had become powerful enough to
Hydraulic Research. Two test cases were handle three-dimensional boundary layer
specified by the organizers and sent out to theory numerically that research on viscous
all interested research groups, which were flow computations was started.
asked to sumih-t results in a prescribed
format. In Septemer 1990 a meeting was held During the 1970's a number of methods
at Chalmers University of Technology. All for predicting ship boundary layers were
results had then been collected and presen- developed, and in 1980 it was considered
ted in a common format, and the theories appropriate to assess the state of the art
behind the methods compiled in a table in this area. To accomplish this, an inter-
based on responses to a questionnaire sent national Workshop on ship boundary layers
our earlier. During the meeting, each was organized by SSPA, the Swedish State
research group was first given the oppor- Shipbuilding Experimental Tank, in coopera-
tunity to briefly introduce their method tion with the International Towing Tank
and results. Thereafter, a considerable Conference, ITTCL. The purpose was to bring
time was spent on general discussions on together specialists on ship boundary layer
the performance of the different methods calculations from all over the world, and
considering the differences in the under- to let them apply their techniques and
lying theories. Specific items that were methods to two test cases, specified in
adressed were grid generation, governing detail by the organizers. In June of 1980 a
equations, boundary conditions, turbulence meeting was held in Gothenburg. The results
modelling and numerical method. Practical of 17 methods had then been collected and
aspects on the results, for instance from presented in a uniform format. During the
the point of view of propeller design, were meeting the various components of the
also discussed. The Workshop Proceedings methods were discussed in the light of the
contain a description of the participating results produced. The general finding was
methods and the results of both test cases. that most methods were able to predict the
In the present paper a summary of the Work- thin boundary layer over the major part of
shop and its results is presented. the hull with an accuracy sufficient for

engineering purposes, while all of the
Iduction methods failed completely in predicting the

flow near the stern and in the wake.
Although viscosity is present in the

entire flow around a ship it has a signi- In the 1980's development accelerated,
ficant effect only in the boundary layer and the focus was changed from the thin
around the ship and the wake behind it. The boundary layer to the stern/wake flow. As
present paper deals with the flow in these evidenced by the 1980 Workshop a now class
two regions, which are limited in size, but of methods with leos restrgictive approi-
very important from at least two points of metions was required. The interest of
view. Frictional forces within the boundary researchers was soon focused on the Pey-
layer give rise to a viscous resistance of nolds Averaged Xavier-Stokes (RAMS) equa-
the ship, in most cases the dominant resis- tions, and a number of such methods was
tance component, and the velocity distribu- proposed during the 1980's. Towards the end
tion in the near wake determanes the design of the decade it mw considered timely to
and performance of the propeller. organize a second Workshop to investigate

the progress smde. This task was undertaken
Despite Its obvious importance the by three organizations: SIPA Maritime Con-

first serious attempts to compue the sultLng and Chalmers University of Techno-
viscou flow were made relatively recently, logy (CTH) in Sweden and Iowa Institute of
about twenty years ago. This is in contrast Hydraulic tesearch (1111M) in the USA.
to the long t•x research in the Invisoid
flow area, where wav resistance research As in the first Workshop, the purpose
has been under way durig the entire ten- of the -ne event m twofold:
tieth century. The reason for the diffe-



"o to assess the state of the art in ship count of the Workshop, reference should be
viscous flow calculations made to the Proceedingss.

"o to analyze the results of the diffe-
rent methods in light of the under- Test cases
lying theories, thereby obtaining
information on the most promising ways HSVA Tanker. Case Ito achieve further improvement A body plan of the first test case,
The 1980 Workshop had been successful the HSVA tanker is shown in Fig. 1. The

in achieving these goals, so the new Work- boundary layer measurements by Hoffmann 3,
shop was organized in a similar way. Two and the subsequent stern-flow measurements
test cases were selected. The so-called by Wieghardt, Kux and Knaack4, were made on
HSVA tanker 2 was again chosen, as being the a double model of this hull in a 1.2 m dia-
best documented test case available, see meter, slotted-wall wind tunnel, in which
for instance Hoffmann 3 and Wieghardt and the turbulence level was of the order of 1
Kux4. Even though measurement data have percent. Different types of pressure probes
been obtained only at model Reynolds num- were used. The model was supported in the
bars, the participants were asked, as an tunnel by means of wires and a sting at the
optional exercise, to carry out calcula- stern. The nominal length of the model was
tions also for a full scale Reynolds num- 2.74 m but for reference length we have
ber. This was to shed some light on the used the length between perpendiculars, L -
difficulties encountered at this larger 2.664 m, which gives a Reynolds number of
scale, for which calculations have been 5 * 106. Neither the tunnel nor the support
very rare, so far. The second test case were modeled by any of the computors.
was designed to produce a significantly
different stern flow with a minimum change Mystery hull. Case II
of geometry . More information about the
design philosophy is given In the next sec- The second test case, for which no
tion. A very important feature of the se- measured data were available by the time of
cond case (the "Mystery case*) was that no the meeting, was designed by Prof G. Dyne
measurement data were available when the at Chalmers and Mr L.G. Jonsson at SSPA.
calculations were carried out. The purpose was to create a significantly

different wake pattern with a minimum of
As in the first Workshop, attention geometry change as compared to the first

was confined to double models, in which case. Thus, only the stern sections were
wave effects are absent and the free sur- modified. By making them more U-shaped
face may be considered as a plane of sym- stronger longitudinal vortices could be
metry. Also, only the" flow on the bare expected behind the hull, creating a more
hull, without appendages and propulsors, distorted wake field, see Dyne6. A body
was considered. plan is shown in Fig. 2.

The first announcement of the "1990 Velocity measurements using Laser-Dop-
SSPA-CTH-IIHR Workshop on Ship Viscous pler Velocimetry were carried out at the
Flow" was distributed in late 1988, to- University of Hamburg after the Workshop 7,
gether with a questionnaire to be returned but the results are analyzed and included
by 15 May 1989 by all researchers interes- in the Proceedingss.
ted in taking part in the Workshop calcula-
tions. Efforts were made to invite parti- Overview of methods
cipation by originators of commercial CFD
codes. No less than 21 computors indicated Some 19 organizations from 12 count-
their interest in participating, and in ries participated in the Workshop. A sum-
August the data and instructions for the mary of the important characteristica of
first test case were sent out. Similar in- the methods is presented in Table 1 (at
formation for the second case was distribu- the end of the paper). This table was
ted in December. In the early summer of prepared on the basis of information sup-
1990 results from 19 methods had been re- plied by the participants in a question-
ceived. and the difficult task of conden- naire that was distributed at the beginning
sing all the information into a uniform and again at the end of the Workshop. Ef-
format was started at CTH. By the time of fort was made to obtain as much and as
the Workshop meeting, which was held at CTH accurate information as possible on each
12-14 September 1990, all results had been method. The following is a review of m
plotted in a way such that comparison bet- of the similarities and differences among
ween the different methods could be easily the methods.
made. Further, the replies to the question-
naire had been compiled at IIHR and conden- The overall strategy summarized in
sed into a table, useful for quick referen- item A indicates that 12 participants re-
ce to the theory behind each method. stricted their calculations to the sten

and wake flow (S) while 7 treated the com-
In the present paper a brief summary plote hull (H), Including the bOw. Both

of the Workshop is given. The two test ca- global (G) and zonal (Z) methods are repre-
m are described next, followed by an sented but the most comon combination is a
overview of the methods. Thereafter, same global method applied to the stern flow
important results are discussed and finally (8,G). The 5 zonal approaches employ an
some conclusions are drawn. For a full so- invisoLd-flow method. In three of theme,



the-viscous and inviscid solutions are
matched at a specified boundary outside the
viscous layer. One participant group (CT)
made both global and zonal calculations.
However, only the results from their global
calculations are presented here. It is sig-
nificant to note that none of the zonal
approaches performed iterations between the

'T: .viscous and inviscid flows to allow for
interaction although in some cases the

11i, " match boundary between the two zones was
lit,, placed rather close to the hull.

.',ii i; Section B of Table 1 summarizes the
I' equations and variables. One method employs

S'i/'~ integral equations and therefore provides a
link to the earlier ship boundary layer

" "-~ -/ ;' "' Workshop1 . It is clear that much of the
.information sought through the question-

naire is not relevant to the integral app-
Forebody roach and therefore there are very few en-

tries for that method. Among the differen-
tial methods, a vast majority solves the

... -. - Reynolds-Averaged Navier-Stokes equations,
" -"• -while four adopt reduced forms (P, Ra) of

\'-"" - these equations. One method uses large-eddy
simulation along with a subgrid turbulence

' -- -. model. In all cases, the equations are sol-
ved in the so-called primitive variables,
i.e., velocity and pressure. Thus, for
example, methods that use vorticity or
stream functions are not represented. There

,\,"' , . .. •is a great deal of variability in the
choice of the velocity components, ranging
from simple, orthogonal ones to covariant

\,\... .\ \ components and grid-oriented nonorthogonal
:\,\i components. This choice impacts on the com-

plexity of the codes and storage require-
ments for the geometrical quantities asso-
ciated with the grid. Most methods employ

~K ~QK ~nonorthogonal coordinates in all planes,
•but a few retain orthogonality in one

(usually transverse) plane. This particular
Afterbody feature is related to the manner in which

the grid is generated.
1. Body plan, HSVA Tanker

With the exception of the integral
approach, all methods require a model for
turbulence. These are summarized in section
C. It is seen that 4 methods use algebraic
models of eddy viscosity or mixing length
(AL) and 13 employ the k-e model. The lar-
go-eddy simulation method uses the Smago-
rinaky eddy-viscosity model along with the
van Driest damping function for the subgrid
"scales. Of the 4 methods that employ alge-

\' braic, zero-equation models, three use the
Baldwin-Lomax model and one (H) uses the
mii•ng-length model. As far as can be as-
certained, all users of the two-equation
k-E model retain the same constants, (Cu,
C Cu2, Gk, GO) - (0.09, 1.44, 1.92, 1.0,
1. 3). In two cases (HC, PV), however, the
basic k-E model is combined with a one-
equation model for the near-wall region,
while others employ the wall function app-
roach. These two, and the methods employing
algebraic models, integrate the flow eque-S .tions up to the wall, where the no-slip
condition is applied. This approach
requires many more grid points in the2. Body plan, Mystery Hull (Forebody as near-wall region to resolve the large gre-

HSVA Tanker) dients of velocity and eddy viscosity.
Methods using the wall-function approach,



"on the other hand, satisfy the law of the where the solutions terminate, and the con-
wall and related conditions at one or more ditions applied at that boundary. In most
grid points away from the wall, and do not cases the solutions are taken far enough
explicitly solve the flow equations in the from the stern to assume a negligible up-
near-wall layer. stream influence and for the parabolic or

extrapolated conditions to be valid.
Section D of Table 1 provides an over-

view of the boundary and initial conditions The boundary conditions at the hull
employed in the various calculations. As surface were discussed above in connection
all methods approach the solution either by with the turbulence model. For complete-
a time marching or an iterative process, ness, however, we note that the no-slip
all require initial conditions (time - 0). conditions are applied explicitly in some
In this respect, three methods start the methods whereas they are satisfied indi-
solution from rest, 7 use uniform flow, one rectly in methods that rely on the wall-
uses boundary layer solutions, another uses functions approach.
a potential flow solution, while 5 indicate
some other procedure. Among the last cate- All of the calculations presented at
gory are methods in which a parabolic march the Workshop have exploited the geometric
is made through the solution domain with an symmetry about the ship centerplane and
assumed initial pressure field. There is calculated only one half of the hull. Also,
also considerable variation among methods all participants assumed a double body and
in the quantities that are determined or applied symmetry conditions along the water
prescribed at the start of the calcula- plane.
tions. The initial conditions presumably
influence the number of iterations or time The location of the solution boundary
steps required to obtain the steady state in the Ofarfield" some distance from the
solutions that are sought. ship axis, and the conditions specified

along that boundary, also show considerable
The upstream boundary conditions de- differences. With respect to the location,

pend upon whether the solution is obtained the five zonal calculations performed with
for the entire hull or only the stern and viscous and inviscid methods use a boundary
wake flow. In the case of the calculations that varies from 0.08 of a ship length in
for the entire hull, two types of treatment one case (H) to 0.7 in another (KaO). Re-
have been made. In five of the seven such call that this is the boundary at which the
calculations, the upstream boundary is pla- two solutions are matched and, as noted
cad about one-half ship length ahead of te earlier, none of the calculations accounted
bow, and quite simple boundary conditions for the interactions between the two
are prescribed in the uniform flow there. regions. In these zonal calculations, the
In the remaining two (IL and KaO), the inviscid solutions provided the boundary
boundary layer over the bow is calculated. conditions for the viscous solutions. In
It appears that none of these calculations the remaining, global approaches, the loca-
takes any account of the initial region of tion of the farfield boundary ranged from
laminar flow or of the transition that was 0.1 of a ship length (T) to 1.5 (HC) with
provoked artificially in the experiments, many using a value of one ship length.
In the 12 calculations that were restricted However, those who have used boundaries
to the stern and wake flow, there are dif- rather close to the hull (SZC and T) have
ferences in the location where the calcula- provided boundary conditions from inviscid
tions were started an well as in the para- flow. In this respect, these methods, cha-
meters that are prescribed. Three partici- racterised as global by their originators,
pants started the calculations at a check could also be regarded as zonal. Methods
station, X/L - 0.646, where the integral that have placed the boundary at larger
parameters of the boundary layer were distances from the hull have tended to pre-
supplied from experiment. (The X-axis is scribe uniform-flow conditions in the far
along the hull, with the origin at the field. Some differences are observed, how-
bow.) Others started the calculations some- ever, in thes cases in the particular
what ahead of this section, using, in some variables or conditions that are specified
cases, the data at the check station as a or satisfied; see, for example, codes C and
guide. In all such calculations, however, A in the table.
the detailed velocity and turbulence para-
meter distributions required by the methods Section 8 of Table I pertains to the
had to be generated by the participants. In generation and control of the numerical
this regard, most appear to have used two- grid. For the Workshop calculations, all
dimensional boundary layer correlations, participants employed a single block grid
with the three dimensionality neglected. although one (GHEM) indicated that their
In one case (PJL), however, a special up- method can accommodate a multi-block grid.
dating scheme was devised to obtain a set Fully nonorthogonal grids as well as grids
of initial conditions that is consistent that are orthogonal in some planes (typi-
with the equations being solved. The diffe- celly in the transverse sections) or at
rences in the initial conditions are likely boundaries (usually at the hull ) are rep-
to be observed most clearly in the results resented in the calculations. The most po-
st the check station. pular method for generating the grid appe-

ars to be numerical, although some particl-
There is also considerable variation pants have employed analytic and algebraic

in the location of the downstream boundary methods, and even combinations of methods.



Among the numerical approaches, elliptic Section G of Table 1 concerns the com-
methods for the entire three-dimensional putations performed by the participants. As
solution domain are the most common. Seve- the two test cases are not substantially
ral methods use post-generation smoothing different with respect to the computational
of the grid. Control of the grid is exer- effort involved, the numbers in this sec-
cised most commonly from the boundaries tion are typical of both cases. First of
although some indicate that it is done from all, it is quite significant that calcula-
inside the solution domain. tiong have been performed not only on

state-of-the-art supercomputers (designated
The numerical features of the various by S) but also on smaller machines (desig-

methods are summarized in section F. First nated by M), such as workstations. The to-
of all, we note that there is no participa- tal number of grid points employed shows a
tion from the finite-element community and great deal of variation, ranging from a low
therefore items in the questionnaire that of 8,000 to a high of 253,000. It is inte-
were designed specifically to obtain infor- resting to note that the higher numbers are
mation on such methods are deleted in the not necessariliy correlated with the use of
table. Of the methods represented at the supercomputers, nor are they correlated
Workshop, there are four finite-difference with the use of near-wall turbulence models
methods, 10 finite-volume methods, and, for or calculations made for the entire hull
lack of a better term, four are classified including the bow.
as mixed methods. To these must be added
the one based on integral equations which The number of time steps or iterations
are also solved by finite-difference performed to obtain the solutions presented
methods. It should be pointed out that not here varied widely, ranging from only 40
all of the methods in each of these catego- (BZLS and SZC) to 20,000 (ZM), although, in
ries are generically different. In other the latter case, the large-eddy simulation
words, there are groups of methods in each should never realize a steady state as de-
class which share a great deal in common fined for the other methods. It should be
and, from a numerical perspective, may be noted that a variety of convergence cri-
classified as a single method. Be that as teria were adopted to declare that a steady
it may, we shall note the most significant state had been obtained. The storage requi-
features of the methods represented here. rements and computer run times also varied

over very wide limits. This is not surpri-First, discretization in both stag- sing in view of the differences in the num-

gered and regular (colocated) grids is used ber of grid points and machines employed,

in finite-difference as well as finite- beofgipinsadmcnseply,
volume methods. There Is some correlation but it is interesting to note that run

times ranging from several hours to 5 days
between the type of grid used and the met- were reported by users of the smaller ma-
hod employed to solve for the pressure (or chines. The differences in the machines are
establish the pressure-velocity coupling) also reflected in the cpu time per itera-
for this incompressible flow. Differencing tion per grid point. The fastest times were
of the convective terms is made by a vari- of course reported by users of supercompu-
ety of means, including upwinding, central ters.
differences, hybrid combinations and use of
analytic solutions (FA). The responses to
the questions on formal order of accuracy Results and Discusion
and formally conserved quantities are
rather surprising. Most methods claim first Results were requested from the parti-
or second-order accuracy but two consider cipants at a Reynolds number of 5 • 106 for
their methods to be accurate upto the third both hulls. As an optional exercise the
order. The response to the second question computors were also asked to submit full
seems to be correlated with the equations calers coresonding to auReynoldthataresoled rthe thn an fomalscale results corresponding to a Reynolds
that are solved rather than any formal number of 2 • 10 9 for case I. All but one
attempt in the methods to conservemass, delivered the model scale predictions but
momentm, and total energy, only three had computed the high Reynolds

For the pressure, four methods use number case.
fully-coupled solutions. Two of these (GCHM Pressure and friction distributions
and K) employ artificial compressibility, were reported at the waterline and keel and
one (AS) uses a discretized continuity along three section girths on the hull,
equation, another (H) uses the normal so- ong tee stion tion the hull,
mentus equation. Most of the remaining while volocity distributions in the form of
methods employ segregated pressure-velocity iso-velocity contours and, in some cases,
coupling algorithms, SIMPLE being the most cross-flow vectors were given at four sec-
common. tions. For the most interesting section,

the propeller plane, the pressure and (if
In the execution of the solutions, computed) the turbulent kinetic energy were

most methods employ iterative techniques also reported.
with under-relaxation or variable time
steps. Explicit as well as impliclt methods The complete results may be found in
are represented. The solutions of the dis- the Proceedings$, but in the present paper

cretized algebraic equations are obtained only a few representative example^ will be
using different tactics, including point given. These include the pressure distri-

substitution, line substitution, LU decom- bution along three section girths and the
position of matrices, and ADI methods- velocity distribution (iso-velocities end
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croos-flow vectors) at the propeller plans
of Case I, see Figs. 3, 4 and 5. In these
Figures the results of all 19 methods are
included. Measured data are represented by
symbols in Fig. 3, while the computed re-
sults are given as lines. In Fig. 4 iso-ve-
locity contours corresponding to 0.3, 0.4,_
0.5, 0.6, 0.7, 0.8 and 0.9 times the undis-
turbed velocity are given. For comparison
the experimental data are shown in the lo-
wer right corner. Note the different scales
for the computed and experimental cross-
flow vectors in Fig. 5.

Before embarking on a more detailed
analysis a comparison of the results pre-
sented at this Workshop with those obtained
a decade ago for the SSPA-ITTC Workshop on
Ship Boundary Layers1, is quite revealing.
Fig. 6 shows the axial velocity contours
for the HSVA Tanker at X/L-0.942 presented
at the previous Workshop. A comparison of
these with the results shown in Fig. 4 pro-
vides an overview of the achievements of
the past decade. It is clear that the ear-
lior boundary layer methods have given way
to those based on the Navier-Stckes equa-
tions. Only one such method was represented
in 1980. At the present Workshop, only one
boundary layer method was represented. The
question is whether or not real progress
has been achieved in the prediction of the
flow. If the contours of axial velocity at
the stern are used as the only measure of
success, then we may conclude that progress
has indeed been made. But, consider the
following observation. Most calculations
methods of the past did rather well at pre-
diction of the boundary layer over the hull
and failed only at the stern. Among the
present methods, few, if any, predict the
boundary layers with the sam level of ac-
curacy but continue to provide results for
the flow over the stern and Into the wake.

The girthwise pressure distributions
of Fig. 3, will be considered section by
section. First of all, we note that there
are significant differences in the way dif- measured
ferent methods obtained the results at the
check station, X/L - 0.646. As indicated in
item A of Table 1 (Code H), seven methods
performed calculations for the entire hull, 6. Axial velocity contours at X/L - 0.942,
starting upstream of it. Although the man- predicted in the 1980 Workshopl.
nor in which this was accomplished dif-
fered, their results at the check station ted the flow over the entire hull are in
reflect, to m extent, their resolution remarkably good agreeent with the data
of the flow over the bow. Of the remaining with respect to the girtiwise pressure dis-
methods, three started the calculations at tribution at the first station. In fact,
the chock station itself (sem item D, Table their predictions are as good as those of
1) using the integral parameter information som of the methods that started the solu-
provided there. Note that no information on tions on the hull. Methods that started the
the croseflow at the check station was pro- calculations on the hull show varying le-
vided. The remaining methods started the vels of agreement in the pressure distribu-
solutions on the hull somewhere upstream of tion at the chock station. The disagreement
the chock station and may have used the at the chock station of methods that star-
information provided to guide the selection ted at that station, or just upstram, ar
of the upstream conditions. These diffaren- rather surprising. The reasons for this are
me amng the methods must be taken into not clear. Be that as it my, these ditffo-
consideration when examining the results at renoes should be borne in mind as compari-
the check station as well as further down- sons are made further downstream.
stream.

At the next downstream section, X/L
In view of the foregoing, the results - 0.875, we se that the measurmd pressure

of four of the seven methods that calcula- distribution shows a decr•ese from the



keel, with a minimum c of about -0.24 alistic. Four or five methods predicted a
around 30 percent of the girth, an increase wake of type B, while the remaining ones
up to about 70 percent of girth, followed produced A type wakes.
by a near constant value of -0.11 around
the waterline. It is clear from Fig. 3 that For a propeller designer this situa-
many methods reproduce this trend but, with tion is unsatisfactory, since the wake dis-
one possible exception, fail to predict tribution determines the variation in lea-
either the magnitude or the location of the dmna durina one turn of the propeller, i.e.
pressure minimum, the vibratory forces. On the other hand, as

was shown by one of the authors (Larsson)
At the last section, X/L - 0.942, the at a continued Workshop in Osaka in the

measurements indicate minimum cp at around fall of 1991, the mean value around the
8 percent girth, much closer to the keel circle at all radii may still be well pre-
than at the previous station, and an in- dicted, as may the mean value of the velo-
crease followed by a constant pressure city in the entire propeller disk. This
around the waterline. The calculations ge- means that the pitch and its distribution
nerally predict higher pressures throughout on the blades might be reasonably well pre-
and all fail to capture the dip in pressure dicted using the calculated wakes of the 4-
around 45 percent girth. The methods that 5 best methods.
did poorly at the previous station continue
to yield poor results at this station also. The reason for the failure to predict

hook-like velocity contours was discussed
From the point of visw of propeller extensively during the Workshop. To struc-

design the most interesting results are ture the discussion it was divided into
those at the propeller plane, reported in four main themes: grid generation, equa-
Figs. 4 and 5. The propeller disk is indi- tions and boundary conditions, turbulence
cated in these Figures, and it is seen that models and numerical method.
particularly in this area the results vary
considerably between the different methods. There appeared to be a general con-
For classification *urposes it is possible sensus that grid resolution was not a ma-
to distinguish beaten three types of re- jor cause of the differences between, on
sults, see Fig. 7. the one hand the methods themselves, and on

the other hand the measurements. This opi-
nion was substantiated by the fact that
several computors had carried out grid in-
dependence studies with very small changes
in the results. There was however a general
feeling that the resolution of the trans-
verse pressure gradient was too low near
the bilge (region of high transverse curva-
ture) on the afterbody. Since this is where
the longitudinal vortex is generated, the
lack of resolution could explain the too-
weak vorticity in the wake predicted by
most methods. An impression of the grids
used can be obtained from Fig 5, although,
for clarity, not all the grid points are

A B C shown for some methods.

7. Different types of axial velocity con- As for the governing equations, a dif-
tours at the propeller plane. ference not reported in the questionnaire

turned out to be the way in which the tur-
bulence terms are considered. It became

A. V-shaped contours clear that only a few methods include all
of the terms. Another difference in the

B. Conplurs with a bulge at or below the governing equations (appearing from Table
propeller csntor, indicating that parb I) is that some methods use the partially-
displaed dhibownwardy byr the beoni i parabolic approximation, while others are
displaced dhtnwardg bt tpe longltud-l fully elliptic. This difference was discus-
nal vortex hitting te propeller plane sed, and it was concluded that no correla-
slightly above the propeller center tion could be found between the approxi-
(see Fig. 5). mation level in this respect and the per-

formance of the method, as judged by the
C. Contours with a pronounced "hook* due results reported. Some participants had in

to the action of a stronger vortex. fact computed Case I using both types of

Obviously the measured wake is of type equations end found very small differences.

C with quite distinct hooks in the 0.3 and Different inlet boundary conditions
0.4 contour curves. are required depending on whether the com-

Investigating the contours of Fig. 5 putational domain starts on the hull or
upstream of it, but in all cases the parti-it: is seen that only one metho Produced a clpants were from to mat"ch th~eir solution

wake of type C, but the results of this th wereuree to at thi soLutio
method outside the propeller disk, particu- to the measured data at I/L - 0.646. Lare
larly near the waterline, look quite unre- differences are, however, seen at this *ta-



tion, indicating that this possibility was the flow around the stern and in the near
not exploited by most of the computors. wake of ships. The boundary layer based
Instead, the boundary layer at the inlet approaches of the 1980 Workshop have given
station, if on the hull, seems to have been way to methods based on the Reynolds-Ave-
estimated from flat-plate correlations. The raged Navier-Stokes equations, albeit using
methods starting upstream use uniform inlet relatively simple turbulence models. While
flow. To avoid numerical problems a nonzero the former methods either broke down be-
value of the eddy viscosity had to be app- fore, or predicted completely unrealistic
lied right from the start. Values of 50 to results in the propeller plane, the new
100 times the laminar viscosity were men- methods in general capture the gross featu-
tioned. No attempt was made to consider res of the wake, such as the thin shear
transition. The general feeling was that layer in the lower part and the piling-up
the inlet conditions did not significantly of boundary layer low speed flow around
influence the results at the stations on half draught. In fact, the best methods of
the afterbody and in the wake. This conclu- the Workshop predict the shape and location
sion had in fact been verified by some par- of the velocity contours in most of the
ticipants. propeller plane with reasonable accuracy.

The results are however less satisfactory
Some discussers expressed the opinion in the central part of the wake, i.e. in-

that the only way to resolve details of the side the propeller disk. The bilge vortex,
flow close to the wall (such as limiting although weak, redistributes the low speed
streamlines) is to abandon the wall law. flow from the boundary layer in such a way
The general opinion was, however, that it that very uneven hook shaped velocity con-
is difficult to see a large difference in tours are created. This feature is missed
performance between the methods using the to varying degrees by the different
wall law and the others. A better predic- methods. Various reasons for this were dis-
tion of the wake contours would have been cussed during the Workshop, but no definite
expected, and this was achieved by some of answer could be given. One possible expla-
the non-wall law methods but not all. It nation is that the large velocity and pres-
was pointed out also that virtually the sure gradients in the bilge region are too
only way to compute the full scale case is inaccurately resolved in the grids employ-
to employ the wall law, since otherwise the ed.
innermost grid points have to be positioned
extremely close to the surface, giving rise There are no general differences in
to problems with the cell aspect ratios performance between methods based on zero
(the non-dimensional distance from the sur- equation turbulence models as compared to
face, y/L, is about 250 times smaller for the two equation models. The disadvantages
the full scale case for a given value of of the simpler models may be outweighed by
y÷). The other boundary conditions were the advantages of computing the flow all
considered relatively unimportant for the the way down to the surface. Two equation
problems at hand. models are usually employed in combination

with the wall law.
Different opinions on the general im-

portance of turbulence modeling were ex- Although the new methods are superior
pressed. It was argued that as experiments to the old ones in predicting the wake,
have indicated that the Reynolds stresses results from calculations starting upstream
are very small in the major part of the of the hull, or in front of the check
viscous region near the stern, even an in- station, indicate that the ability to pre-
viscid calculation might produce a reaso- dict the thin boundary layer has not been
nable result. Some participants reported on improved, rather the contrary. The likely
earlier computations for axisymmetric and reason for this is grid resolution. To save
three-dimensional bodies, where this app- computer time very few grid points are lo-
roach had been tested with relatively good cated in the thin boundary layer on the
results. Obviously the inviscid region had forebody, where the much faster boundary
to be restricted to the neighborhood of the layer methods may use grids with a very
stern. high resolution. This suggests a zonal app-

roach where the expensive Navier-Stokes
A possible explanation for the failure method is used in the stern and wake region

to predict the correct wake contours might while an efficient boundary layer method is
be the inability of the methods to resolve used for the rest of the hull.
the pressure field accurately, i.e. to pre-
dict the transverse pressure gradients that A final point to note is that most
are believed to produce the vortical flow methods predicted, at least qualitatively,
s. vucture. In this case. a number of nume- the differences between the two test ca-
rical issues are involved, including the see.The computed cross flow for the second
grid arrangement used (staggered versus case is considerably larger in the propel-
regular) and the manner in which the pres- ler disk than for the first case, as the
sure is calculated. measurements have indicated, and the change

in the contours of axial velocity also

Conclui.QDE shows the right trend.

The Workshop clearly showed that great
progress has been made during the 1980's in
the development of methods for predicting
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TRHEE-DIMENSIONAL BOUNDARY LAYER CALCULATION
BY A CHARACTERISTIC METHOD

R. Houdeville
ONERA-CERT
2 avenue Edouard Belin

31055 TOULOUSE Cedex
FRANCE

Summary (Lindhout-Moek 2 5). In the second case, the calculation edort
is much more important, and therefore reduces the interest in

A numerical method for solving the three-dimensional bound- using the Prandtl equations (Patel-Baek31 , Johnston20). In'
ary layer equations for bodies of arbitrary shape is presented. practice, a third strategy exists to conciliate the respect of the
In laminar flows, the application domain extends from incom- CFL condition with the efficiency of the numerical scheme.
prenible to hypersonic flows with the assumption of chemical Considering only the finite difference methods, Cebeci9 uses
equilibrium. For turbulent boundary layers, the application the standard "Keller Box" method everywhere it is possi-
domain is limited by the validity of the mixing length model ble and the "sig-sag" scheme where the crossflow direction
used. In order to respect the hyperbolic nature of the equa- changes. In this latest scheme, the crosswise advection terms
tions reduced to first order partial derivative terms, the mo- are partly written at the calculation station, and partly at
mentum equations are discretised along the local streamlines the upstream station. To overcome some limitations of
using of the osculator tangent plane at each node of the body this method, Cebeci9 10 11 proposes the "Characteristic Box
fitted coordinate system. With this original approach, it is Scheme" which takes into account the existence of character-
possible to overcome the use of the generalized coordinates istic directions in the boundary layer equations to limit the
and therefore it is not necessary to impose an extra hypoth- streamwise integration step in the region where the crossilow
esis about the regularity of the mesh in which the boundary changes sign in the boundary layer thickness. This leads to
conditions are given. By doing so, it is possible to limit, and an extra iteration step at each calculation station.
sometimes to suppress, the pre-treatment of the data coming The numerical scheme which is presented in this pa-
from an inviscid calculation. Although the proposed scheme per integrates the Prandtl equations along the local stream-
is only semi-implicit, the method remains numerically very lines, which are sub-characteristic lines. By doing so, the in-
efficient. tegration proceeds always in the same direction whatever the

crosslow direction, and the CFL condition is fulfilled, provid-
1 INTRODUCTION ing that the marching step is small enough. As the diffusion

terms are expressed at the unknown station, the proposed

A great number of three-dimensional boundary layer calcu- method belongs to the semi-explicit type.

lation methods have been developed in the last two decades. The main originality of the proposed method comes
Some of them are presented in the synthetic papers of Smith33  from the choice of the space in which the equations are inte-

Cousteixl4 and, more recently, Humphreys and Lindhoutl T ' grated. Most methods use generalized coordinates in a body

Although the amount of work done to solve the Prandtl equa- fitted coordinate system. This needs the calculation of the

tions is substantial, some difficulties remain when the cross- Christofel coefficients which introduces an extra hypothesis
flow direction changes in the calculation domain. As it has dealing with the regularity of the mesh, while the boundary

been shown by Wang3 5 and Krause21 this problem comes layer assumptions impose only the regularity of the body sur-

from the nature of the set of the boundary layer equations face. To avoid this extra limitation, the discretisation of the

which imposes a CFL type condition to the discretisation equations at a given station can he done in the tangent plane

scheme (Cebeci et a19 ). To fulfil this condition, at least two to the surface at this point instead of the actual surface. To

solutions may be proposed: i) to choose a simple numerical respect the metric properties of the surface and express the

scheme as, for example, an explicit upwind discretisation o covariant derivatives of the velocity, the tangent plane must

the crosswise derivatives ; ii) to use an implicit discretisation be provided with a particular metric. This is simply done
of the crosswise derivatives at the unknown station. by orthogoally projecting the body fitted coordinate system

With the first solution, the advancement of the in- and the velocity field on the tangent plane at the considered

tepation at a given station always goes in the same cross-pits

wise direction and the changes of the croesfiow, which appear
on bodies at incidence cannot be completely calculated, as
showna by Csbeid9 19 !5, unlms a change of the discretisa-
tion scheme across the boundary layer thickness is allowed

I 
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Equations along the local streamlines Figure 2 : Building of the calculation mesh and velocity field

In order to respect the physical dependence domains at each in the tangent osculator plane.

point of the boundary layer while keeping a single marching
direction along the X2-lines, the momentum and energy equa-
tions will be discretized along the local streamlines. This also
allows the use of a unique scheme in the whole calculation

domain. VU") i,=1,2 (8)
As is usually done in boundary layer calculations, a OXI .,

reference length L(X 1, X2) is introduced to adapt the grid
perpendicular to the wall to the boundary layer thickness. Osculator tangent plane
With the normal coordinate il = X 3/L(X', X'), the bound- The use of generalized coordinates introduces an extra hy-

sry layer equations along the local streamlines read pothesis concerning the regularity of the body fitted coor-

8pV5 pu, O, dinate system which must be regular enough to allow the
VPP + "- = L OX i 1, 2 (4a) calculation of the Christoffel coefficients. Moreover, as theVU-V calculation method is of semi-implicit type, the respect of the

-U +U-- p - CFL condition leads to the use of a subgrid for the integra-
da) Lo% i d-(6+ L2 , tion in the X1 -direction. The calculations can be done more

a , 2 (4b) rapidly if the equations are written in a cartesian coordinate

(411 1,2 ( system. Due to the local character of the boundary layer prob-

lem, confined to the vicinity of the body surface, it is not the

with global cartesian frame used to define the surface which will

U3 - 17U - i = 1,2 (5) be considered, but a local cartesian frame linked to a mesh
OX' of the body fitted coordinate system in which the boundary

dX1 being the step size in the main marching direction, ds(17) conditions are given.
S is calculated using the metric coefficients To build the osculator tangent plane, it will be as-sumed that the Christoffel symbols are defined, in order to

ds(1 ) = (9i dXgdX!)1 /2  ij = 1,2 (6) show that the new approach is identical to the classic one,
but this assumption is not necessary.

where dXI is a function of il obtained from the definition of Let 0 be the node (X,', X,2) of the mesh in which the

the local streamline parallel to the wall boundary conditions are given. The local reference frame at
this point is i', i = 1,2,3. To integrate the boundary layer

dX equations to the next station 1  it is necessary to
U• represent in a cartesian space the neighbouring nodes with

VW" is the total variation of the velocity component V" along respect to point 0 as well as the velocity vectors (fig 3). To

the streamline this end, at the point 0 of the surace (S) is associated a

* S
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Figure 3 Sub-calculation mesh with respect to the repre- Figure 4 Discretization of the momentum and energy equa-
sentation of the body fitted coordinate system in the tangent tions.
plane.

point 0' of an euclidian space (E). The reference frame ( representation which has been adopted, the precision of thisi = , 2) at this point is such that calculation is of first order.The covariant derivative of a vector is an intrinsic
e,' =(9) quantity which does not depend on the reference mesh. This

o, o quantity exists even if discontinuities of the slope of the co-
This leads to the equality for the metric elements ordinate lines are present. In this case, the Christoffel coef-

ficients are not defined and the velocity components are dis-

gij)o, = 9si)o (10) continuous. Such a configuration can be dealt with if the
osculator tangent plane is built without using the ChristoffelIt can be noted that if the points 0 and 0' are identical, the coefficients. It can be shown that the construction which has

euclidian space (E) which has been built is simply the tangent been described is equivalent to the orthogonal projection of
plane to the surface at 0. In order to give to (E) the metric the body fitted coordinate system, and the velocity field, in
properties that represent the vicinity of point 0 of (S), we the tangent plane at a given point. This transformation re-
impose- spects the lengths and the angles to the second order, which

• o 1 -0 1o() allows to express the covariant derivatives to the first order.
This allows to represent the body fitted coordinate system in
the vicinity of point 0 by a curvilinear coordinate system in Basic equation
the tangent plane while respecting the distances to the second
order (fig. 2-b). For this reason, the tangent plane is called It has been shown that the integration of the boundary layer
osculator plane. With the condition (11), the image P' in (E) equations could be done in the tangent plane instead of using
of a point P in (S) near the point 0 is given by the generalized coordinates. For this reason, the equations

can be written in cartesian coordinates. For a compressible
='_ (•')o [' +2~ (r•)od.1dz (12) turbulent boundary layer, equations (2a), (4a) and the energy0 [d- + (r-,) 0d--dz 12) equation become

After the construction of the mesh in the neighbour- a. + OL
hood of 0 in the tangent plane, the representation of the 8 + i = 1,2 (13a)
velocity field is simply done: the velocity vectors are known, L• + L& = L 8X=
for example, by their modulus and directions with respect OdJuJ_ du +
to the lines X' on the surface. The directions with respect d"q7) +P 0 daUb)
to the curvilinear mesh in the tangent plane are assumed to
be the same (fig. 2-c). Knowing the geometry of the mesh 1,2 (13b)
sad the velocity at the nodes, the calculation of the covari- L"- (po'l 1 3
ant derivatives of the velocity is straightforward. With the



r ,dh, + -i N (p. 4 -U- d19c)

S((uST + (u2)T)I (13c) In these relations, only applicable in a cartesian reference
2L (1c)frame, u. is the modulus of the external velocity and the fric-

with tion velocity.

u- = -U _ 1/iu 'L + uz 'L) (14) Laminar-turbulent transition

and the equation of the streamline parallel to the wall Longitudinal instability mode

dz- dz 2  Two criteria are used to predict the onset of transition. Both
uI (15•) are based on stability calculations for the self-similar Falkner-

dz 1 is given by the marching step along the z 1-lines, roughly Skan velocity profiles and on the relation proposed by Mack2 6

in the general direction of the flow. disa is the variation of to link the total amplification coefficient n of the most unsta-
inthe gener ietion of the veloty dove the distancer(isationg a ble instability waves, at the point of transition, to the turbu-the ua-component of the velocity over the distance ds along alnelee teetrn fo

streamline. The energy equation (13c) is written for the total lence level of the external flow

enthalpy h1, T = -2.4 In T. - 8.43 (20)

Vl1 In a first criterion proposed by Arnal et al.1 , the ye-
= CpT + 2 (16a) locity profile is characterized by the mean value of the Pohl-hausen parameter X2, and n is represented as a function of

and the effective viscosity coefficient is expressed as follows (Pd - P..) and X2.

/Wf = -- '2/1r+I (17a) P., -R., = -206exp (25.7 TA-)

where i is the dynamic viscosity coefficient given by the law [In(16.8 T.) - 2.77X] (21a)
of Sutherland, 1h the eddy viscosity coefficient and -f the in-
termittency function which is equal to 0 for laminar flow and 1 21 ±

I in turbulent boundary layer. In the transition region, -Y = X- jr dz (21b)
depends on the thickening of the boundary layer represented - v d(
by the ratio of the momentum thickness to the momentum To determine the critical value of the momentum thickness
thickness at the beginning of the transition region, a/Or4. 011, corresponding to the point z, , the calculated value

Since the first objective of this study is the valida- of Oil is compared to the corresponding value of 011,. given
tion of the numerical technique, including the discretization by the stability diagrams and represented by the correlation
scheme and the use of the osculator tangent plane, a sim- '52 6i
pIe turbulence model is used. The model is a direct exten- filer = exp - 14.8) H, Li (22)
sion of the mixing length formulation commonly used in two-

dimensional flows 12 , with the damping function proposed by As soon as 4, becomes equal to 4,_., the instability waves
Cebeci 8  become amplified and z,. is reached.

___ P;' The second longitudinal criterion, proposed by

= pa - pu'
1-' 3 = (p + aZ.) 3 (18a) Arnal4 , is a parametric type method. For a given velocity

profile, characterized by the shape parameter H., the local
r=• =•-• - p = (p + t) & (18b) amplification coefficient o, corresponding to the frequency F,

is represented as a function of R,6 in the form of two half--
parabola. This allows a simplified representation of the stabil-

S= pF 2  ( )2 + (18c) ity diagrams with a minimum number of parameters. Know-
ing the evolution of the shape parameter H along an external

( (0,41 Z3) streamline, the total amplification coefficient is calculated and
= 0,085tanh 0,0- 6 (18d) equation (20) is used to determine the onset of transition.

with Streamwise instability mode

F = 1-exp y- =Yu- (19a) To predict this mode of transition particular to three-dimen-
(A) sional flows, two criteria can be used. The first one is an

extension made y Coutok15 of a criterion originally pro-
A = u., j. ffi V/• (19b) pond by Beasley . The transition occurs when the Reynolds

N EW unumber based on the streamwise displacement thickness 6j
becomes larger than a critical value which is a function of the



longitudinal incompressible shape parameter. More precisely, whatever the crosaflow direction may be, because the calcula-

this criterion reads tion at a particular station is independent of the neighbouring
points. The process is repeated in the subgrid calculation in

(H 0.106 2 the X 1 direction up to the station X,1, of the body fitted co-
R4T = 95.SarctanW - 2.3 ordinate system in which the boundary conditions are given.

2.3 < H, <• 2.7 (23a) At this point, the change of direction a of the coordinate sys-
tem must be taken into account. Since it is imposed that the

B4PT = 150 Hi < 2.3 (23b) calculation subgrid coincides with the station XY,',, a does
not have to be necessarily small. This means that slope dis-

With this criterion, the influence of the turbulence level of the continuities of the reference mesh can be correctly treated. "
external flow is not taken into account. new osculator tangent plane is calculated at each node X32 0.

The second criterion, also developed by Coustols and the station X4, and the calculation process continues.
Arnal 4 3 requires a more important numerical effort and can-
not be detailed here. At each calculation station, the most
unstable direction e of the velocity profiles in the vicinity of 4 APPLICATION TO A PRO-
the cosfiow direction must be determined. The transition LATE SPHEROID
occurs when the Reynolds number defined with the displace-
ment thickness in the e direction becomes larger than a given To illustrate some capabilities of the method to predict com-
value which is a function of the turbulence level of the external plex three-dimensional boundary layers, we will consider the
flow. The number and location of the inflection points of the prolate spheroid with an aspect ratio equal to 6 at a 100 inci-
velocity profile in the e direction are also taken into account dence. A number of experimental studies have been devoted
in order to represent the results of stability calculations for to this case, in particular at the DLR 28 29 30. At the cho-
three-dimensional boundary layers. sen incidence, the experimental pressure field remains close

to the analytical inviscid pressure field. Moreover, the stag-

Numerical scheme nation point is sufficiently close to the nose of the body to
use the simple body fitted coordinate system made of ellipses

The momentum and energy equations (13b) (13c) are discreti- passing through the two poles and circles included in planes
zed in the tangent plane according to the scheme presented perpendicular to the symmetry axis of the body.
in figure 4. At the unknown station Q, the diffusion terms In figure 5-c, the light lines shoiu the inviscid stream-
are written at 3 points add the advection term is taken be- lines at the wall and the thickest lines represent the friction
tween the points Rt and 77. R* is the origin at the upstream lines for a fully laminar boundary layer. The friction lines
station of the streamline going through the point IN. At this converge to form the separatrice line 23 3 2 . Along it, a stror.g
stage, all the quantities are known. R* is calculated according
equation (15) assuming a linear variation of the velocity com- thickening of the boundary layer occurs, leading to the aban-

ponents at the upstream stations. This discretization scheme don of the corresponding calculation line after X/L = 0.8.

leads, after linearization, to three tridiagonal matrices which Figure 5-a shows the wall friction lines obtained by taking

can be inverted independently to give the two velocity com- into account the transition phenomenon. With & = 1.6 10i

ponents u' and u 2 and the total enthalpy h,. The scheme is and a turbulence level equal to 1.5 10', the boundary layer
stable whatever the location of points R* may be. In prac- remains laminar in the windward side up to the separation
tice, the marching step along X 1 is limited in order that R& line, and turbulent in the leeward side. In the latter side, the
remains between the two adjacent stations K and M of the accumulation of the friction lines for XIL > 0.7 can be inter-
calculation point (fig.4). This constraint is identical to the preted as a secondary separation. In figure 5-b are plotted the

CFL condition of a semi-explicit scheme. friction lines calculated by Meier et ai.29 30 from measure-
To complete the integration, the normal velocity com- ments of the skin friction. At a 100 incidence, the influence of

ponent u3 is calculated using the continuity equation (13a). the flow separation on the pressure field remains small which
explains the good agreement concerning the location of the

The z'-derivatives are taken between the points L and Q and separation line in figures 5-b and 5-a. The comparison of fig-
the z2 -derivatives are deduced from the relation ures 5-a and 5-c shows the great influence of the transition

Sphenomenon.

( -=) -(-&I) (zU - z=) + The same results are presented in figure 6 at a higher
Reynolds number of 7.2 101. The transition to turbulence oc-

"•"u U - z) (24a) curs sooner, which leads to the displacement of the separation

line towards the leeward region and suppresses the secondary
separation.

with z' and z2 the cartesian coordinates in the tan- In figure 7 are plotted the longitudinal and stream-
gent plane defined in figure 3. wise displacement thicknesses 61 and 62 as well as the shape

At each station XV, the boundary layer parameters parameter. They are compared to experimental results ob-
are calculated for all the points in the X 2 direction. This is tained by Meier et &I at X/L = 0.64 and 0.71. The develop-
always done in the direction of the increasing values of XA, ment of separation is characterised by a thickening of bi and



a) with transition criteria. R, 1,6 106 T - 1.5 10-3

00,2 0,4 0,6 0Q8 X/L
b) experimental results from DLR3 0

c) laminar calculation

Figure 5 :Ellipsoide at 100 incidence.
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R.= 7,2 10' T. .1.5 10-3.

Figure 6 : Ellipsoide at 100 incidence.
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6-.. ... ,- plane, indicates that the calculated transition point is located
at X/L = 0.85 with a turbulence level equal to 1.5 10'. This
turbulence level gives the correct location of the transition line

/ 0 in the lee side region of the body. Its experimental value is
4 0 " estimated between 1 and 2 10'. By taking the largest value

Iof turbulence level, the transition occurs at X/L = 0.73 on
the windward symmetry line, instead of 0.65 experimentally,

2. but it reaches 0.17 on the upper symmetry line.

0 Calculation time

0 ................................... .. In the present method, the marching step in the X' direction
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 is limited by the most deviated streamline at a given section.

a) windward symmetry line This step is also limited with respect to the boundary layer
thickness 6. For the prolate spheroid, the marching step was

6 .... .... limited to be in the range 0.66,. and 24." , the minimum
"and maximum values being taken in every section X1 . With
this condition, roughly 1000 calculation steps are needed in
the X1 direction. With 26 lines in the azimutal direction (for

4 0 0 a half-body), this corresponds on a CRAY XMP to 10 s for a
r0 rfully laminar boundary layer and 30 s with all the transition

"5 CONCLUSION

oThe three-dimensional boundary layer calculation method
0 .... , .... .... I .... I..................... which has been presented is of semni-implicit type. The ad-

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 vection terms are discretized along the local streamlines. The
X/L dependence domains are thereby satisfied with a simple nu-

b) leeside smmetry line merical scheme. The counterpart is a limitation on the size
of the marching integration step. Despite this limitation, the

present methefficiency of the method remains good due to the reduced
present method amount of calculation at each step. This is partly a conse-
Barberis 6 (fixed transition) quence of the use of local cartesian coordinates. The dis-
o experiment 22  cretisation of the equations in the osculator tangent plane

R. = 7,2 l0 T -- 1.5 i0-a allows the existence of slope discontinuities in the body fit-ted coordinate system in which the boundary conditions are
Figure 8 : Ellipsoide at 100 incidence. given. It also often reduces or suppresses the pre-treatment

phase of the data for a calculation.

Although the application cases which have been pre-
62, particularly important at X/L = 0.71. The evolution of sented only deal with the prolate spheroid at incidence in
the longitudinal shape parameter H is mainly sensitive to the incompressible flow, the application range of the code is very
nature of the boundary layer. To perform the calculation with large. It extends from subsonic to hypersonic flows.
the present method, the analytical inviscid flow field has been For turbulent boundary. layers, the mixing length
used as well as the experimental pressure field. The influence model which is used up to now is restrictive. The introduction
on the results remains small. The most critical point concerns of transport equation model is being done. It has also been
the prediction of the transition. The external turbulence level tested that the present method can run in the inverse mode
is equal to 1.5 10-', as in the experiments. With the present with only minor modifications.
calculation methods all the transition criteria have been set
active and the first one to predict transition is retained. As it
can be seen in the evolution of H in figure 7, the location of R fffrences
the onset of the transition near the windward plane of symnme- [1] D. Arnal: Lamiw-turbstent trnuitwn pmblenu inm-
try is not correctly predicted. This is difficult to explain be- [1] D. Aran :lmin-r flown probl e -
cause the transition occurs along this line by amplification of petaonc ad hprsoui flows. AGARD/FDP/VKI Spe-
the longitudinal instability waves which are calculated by the chal Course uAerothermodynamics of Hypersonic Vehi-
second criterion5 . Maybe the use of the linear instability the- des", Rhode-Saint-Genise, 30 may-3 june 1988
ory along a symmetry line with a divergent flow from this line [2] D. Arnal :Trmnmsito prediction in tMnsoae flow
must be questioned. Figure 7, showing the skin friction evo- IJTAM Symposium Tranasonicum III DFVLR-AVA
lution along the windward and leeward lines in the symmetry Gattingen 1988
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Abstract to other available methodologies. Thus JT-NS codes
have achieved a wide following in the CFD community.

In this paper we discuss our experiences with Navier- In this paper we will present some applications of JT-
Stokes (NS) codes using central differencing (CD) and NS codes to 3-D and 2-D problems of aerodynamic in-
scalar artificial dissipation (SAD). NS-CDSAD codes terest, including wing/body, nacelle, airfoil and multi-
have been developed by Jameson, Martinelli, Swanson, element airfoil configurations.
and Vatsa among others. Our results confirm that for
typical commercial transport wing and wing/body con- We will begin our discussion with an account of
figurations flying at transonic conditions with all tur- the relative success of JT-NS codes applied to 3-D
bulent boundary layers, NS-CDSAD codes, when used wing/body configurations with turbulent flow. We will
with the Johnson-King turbulence model, are capable follow with a somewhat sadder tale for 2-D airfoils in-
of computing pressure distributions in excellent agree- volving runs of laminar flow. Our attempts to locate
ment with experimental data. However, results are not the problems with 2-D JT-NS have included detailed
as good when laminar boundary. layers are present. Ex- grid refinement studies which indicate numerical prob-
haustive 2-D grid refinement studies supported by de- lems particularly in the laminar portion of the bound-
tailed analysis suggest that the numerical errors asso- ary layer. These numerical problems are discussed at
ciated with SAD severely contaminate the solution in length. The inability of JT-NS codes to properly cap-
the laminar portion of the boundary layer. It is left as ture the laminar portion of the boundary layer (on a
a challenge to the CFD community to find and fix the reasonable grid) prevents us from including a stability
problems with Navier-Stokes codes and to produce a NS analysis needed to predict the onset of transition. We
code which converges reliably and properly captures the give examples where transition prediction is very im-
laminar portion of the boundary layer on a reasonable portant, including flow around a high-lift multi-element
grid. airfoil configuration and for around a nacelle.

Introduction Wing and W-ing/Body Analysis and
Design

Boeing's recent acquisition of a CRAY Y-MP has en-
abled us to perform definitive grid-refinement studies In this section we will compare the capabilities of the
with NS codes. We will focus attention on Jameson- JT-NS code TLNS3D developed at NASA Langley (4],
technology (JT) codes developed by, among others, using the Johnson-King turbulence model [6] , with our
Jameson [1], Martinelli [2], Swanson (3], and Vatsa [4]. traditional viscous/inviscid coupled code A488.
JT-NS codes employ central differences (CD) withJT-N coes eplo cenraldiffrenes (D) ith In figure (1) we show a comparison, for a supercrit-
scalar artificial dissipation (SAD). From the point of in figur ( eshon comaison, for asperei-
view of accuracy in a Navier-Stokes calculation, CDSAD ical wing near design condition, between experimen-
is thought by some not to be as good as other available tal data, TLNS3D, and A488. The TLNS3D solution
methods. Indeed, van Leer [5] boldly states that there latches well with test data, wbereas the A488 solution
is no hope for the flux formula of the Jameson type. ples the shock too far back. For the many test cae
Nonetheless, the combination of CDSAD with Runge. TLNS3D has proven to be con.tently more accurate
Kutta time marching, augmented with implicit residual than A488 [7, 8].
smoothing and multigrid, have given JT codes a well Another advantage TLNS3D en~ys over A488 is the
deserved reputation of being fast and reliable compared ability to predict flows at off-design conditions involving
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Figure 1: 3-D Navier-Stokes versus A488

flow separation. Figure (2) shows wing upper surface
streamlines and pressure distributions at 65% semispan
station. TLNS3D properly predicts the trailing edge a. Upper surface streamlines
separation and detailed surface pressures.

Encouraged by these successful analysis runs using
TLNS3D, work has begun on design. An iterative de- Navier-Stokes
sign method that allows the designer to prescribe de-
sired pressure distributions together with geometry con-
straints, such as thickness and trailing edge closure is
under development. Preliminary results based on this
method are shown in figure (3). Here the target georn-
etry is the ONERA M6 wing, and the pressure distri-

butions are given. Beginning with a NACA 0012 wing
section as an input geometry, the target geometry is ac-
curately recovered within 20 design cycles. A more de-
tailed description of the design method is under prepa-
ration [9].

Practical CFD Assessment for Wing/Body

Generally speaking, the ability of TLNS3D to prop- ETA 65%
erly predict the pressures at both cruise and slightly
off-design conditions is good. The main problems
are laminar flow predictions and accurate drag pre-
dictions. Accurate drag predictions are crucial to de-
sign/optimization. Indeed, one of the design goals is to
maximize the lift-to-drag ratio (under constraints). The b. Pressure distributions
designer will make a considerable effort to reduce drag
by even as little as 1%. It is estimated that a 1% drag Figure 2: 3-D Navier-Stokes Streamlines and Pressures
reduction, for a long-range airplane such as the Boe- at 65% semispan
ing 777, will save the airlines 6 billion dollars, based on
a 2,000 airplane fleet operating over a 20 year service
life [10]. Customer airlines require that tight perfor-
mance guarantees be offered years before the airplane is
actually built. In this tough commercial environment,
the accuracy and reliability requirements must be very
high if CFD is to be depended on to help fine tune final
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Figure 3: 3-D Navier-Stokes Design



designs and to establish meaningful performance guar-
antees.

-1.0.

2-D Airfoil Studies WOO

The most direct 2-D equivalent to TLNS3D is the -0.4. A
JT-NS code FLOMGE developed by Swanson (31 which Ii2. - - -

also incorporates the Johnson-King turbulence model. 0.0
For some flow situations, FLOMGE gives reasonable re- k
sults. An example involving RAE 2822 case 6 is shown a 02.
in figure (4). 0.4.

Cp

-O.5

S0.0 0.2 0.4 o0.6 0. 1.0

0.0- Figure 5: NACA 0012, experiment (Symbols) versus

FLOMGE (Solid Line) and ISES (Dashed Line) at M =
0.814, Re =24.7 x 106, a = 00

Experlmnt *

0.0 02 0.47 1 0. 0. 1.0 .0'- i

Figure 4: RAE 2822 Case 6 Surface Pressures; Com- 0,
parison of FLOMGE with Johnson-King Model and Ex- -o.4. -T-

periment [15]i - -- - -

There are, however, data cases which stress the credi- 0.0
bility of all currently available 2-D airfoil codes. An ap- 4. 02."2
parently innocuous example is provided by the NACA ---0
0012 airfoil at zero incidence. This condition removes 0.4
the angle of attack as a "Fudge Factor". In figures(5) (5)
and (6) we compare experimental data (15] with results
computed by FLOMGE and ISES (viscous/inviscid cou- 0A.-
pled code developed by Giles and Drela [13]) at two 1.0
different Mach numbers. The solutions computed by
FLOMGE and ISES agree well with each other at the 12A
lower Mach number, but the computed shock locations
are too far back on the airfoil. At the higher Mach num- 0.0 02 0.4 0.6 0.5 1.0
ber, the ISES result is a little better than the FLOMGE We
solution, but again the shocks are too far back. The Figure 6: NACA 0012, experiment (Symbols) versus
transition point for these calculations was placed at FLOMGE (Solid Line) and ISES (Dashed Line) at M =
3% of chord, but changing the transition point location 0.835, Re = 24.7 x 106, c -= 0"
drastically, say to 40% of chord, changes the shock lo-
cation very little. These poor test/theory comparisons
are present not only for ISES and FLOMGE but for all
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Navier-Stokes codes we have tried and for all turbulence factor by which the artificial dissipation is augmented is
models, proportional to the cell aspect ratio raised to the 2/3's

We realize that one must properly account for wind power. Thus in the case of a 1000-to-I aspect-ratio cell,

tunnel effects, especially for 2-D flows. However in the artificial dissipation in the long direction is multi-

the NACA 0012 test case it would require a Mach plied by 100.

number reduction of more than 0.02 to produce a rea- The "Martinelli Compromise" does serve to improve
sonable test/theory comparison. The large number of the speed and reliability of convergence, but as can be
comparisons we have made between experimental data, seen clearly at the transition point, the quality of the
ISES, and available 2-D Navier-Stokes codes suggest solution is indeed compromised. In some JT codes the
that there really is something wrong with the Navier- ill effects of augmenting the artificial dissipation are
Stokes codes and/or the wind tunnel data which must diminished by reducing the 2/3's power to something
be corrected. smaller like 1/2 or even 0.3. The artificial dissipation in

ARC2D (16] is essentially the same as that present in

2-D Grid Refinement Studies JT codes, except that no compromise is introduced. As
a result, transition in ARC2D typically takes place over

As part of our program to find out if something is 3 points. On the other hand it has been our experience

ailing the 2-D Navier-Stokes codes, we have taken ad- that ARC2D does not converge as reliably or as fast as

vantage of the large memory afforded by our CRAY Y- JT codes.

MP to make exhaustive grid convergence studies. We
have conducted such studies using the central-difference Laminar Flow Convergence
scheme of Martinelli and Jameson [2]. A grid refine-
ment study for RAE 2822 case 7 is shown in figures In looking at figures (7) through (10) one notices that,
(7) through (10). The flow conditions for this calcu- as grid density is increased, the airfoil surface pressure
lation were taken to be M. = 0.73, a = 2.0* and distribution first begins to lock onto its grid converged
Re = 6.5 x 106 (based on chord). Transition was set values (with the exception of the immediate shock re-
at 3% of chord. gion), next the turbulent skin friction distribution locks

in (but not at the shock), and finally (on unacceptably
Trailing Edge Glitches fine grids) the laminar skin friction distribution begins

to lock in. We find it disturbing that a Navier-Stokes
Glitches in the solution at the trailing edge are quite code would have so much trouble with laminar flow, par-

apparent. These glitches are characteristic of JT-NS ticularly when compared to the resolution requirements
codes for airfoils with a finite trailing-edge angle. The for accurate solutions in boundary-layer codes.
glitches do not go away with grid refinement. If any- For typical airfoils, the boundary layer is laminar for
thing, they tend to increase in amplitude. We have not only a few percent of chord, and poorly resolved lani-
found a satisfactory cure for these glitches but they can nar regions often have little impact on the lift and drag
be ameliorated by turning off the fourth order artificial calculations. However, we are also concerned with sit-
dissipation near the trailing edge. uations where laminar flow and transition prediction

are important; hybrid laminar flow control and high-lift
Martinelli Compromise devices are two examples. For these flow fields, accu-

rate prediction of laminar boundary layers on reason-
On the 512 by 128 mesh (10), the transition from able grids is crucial. The behavior at the shock (skin-

laminar to turbulent flow takes place over about 10 grid friction reversal only on the 1024 by 256 grid) could also
points. This spreading out of transition is caused by the have an impact on the pressure drag.
"Martinelli Compromise" in the artificial dissipation,
which has become common practice in JT-NS codes.
The "Martinelli Compromise" is introduced to enhance SAD Laminar Flow Test Case
convergence on grids with high-aspect ratio cells char-
acteristic of a Navier-Stokes calculation (2]. Since JT The poor performance of methods using scalar artifi-
codes depend on explicit time marching, the local time cial dissipation (SAD) for high Reynolds number laml-
step they are permitted to use depends on how long it inar flows can be demonstrated by considering flow
takes information to traverse the cell in the short direc- over a flat plate at zero incidence. We present re-

tion. For a high aspect ratio cell this does not provide suits for a laminar flat plate at a Reynolds number

time for information to traverse the cell in the long di- of Re = 500, 000 and free stream Mach number of

rection. To ensure convergence, Martinelli dissipates MU. = 0.3. More detailed results for this test case will

the information traveling in the long direction by aug be presented elsewhere.

menting the artificial dissipation in this direction. The Two numerical schemes are employed to solve this



Table 1: Central-Difference Boundary Layer Parame-

0.030 --
satz -1

grid C1  P 9 C Re#
(x1000) (xl000) (xl000)

0.025

W Is as" 16 X 8 1.683 6.240 3.514 2.956

0.020 64 -*of 32 x 16 1.693 5.343 2.741 2.321

64 x 32 1.124 2.977 1.158 0.651

0.015. 128 x 64 0.965 2.564 1.009 0.487

01 Blasius 0.9390 2.434 0.9390 0.4409

Table 2: U wind Boundary Layer Parameters at z = 1

0.00- grid C1  69 0 C1 Re#

_(xlOOO) (x1000) (X1ooo)

0.0001 "-16x8 1.006 2.435 1.096 0.5512
0.0 0.2 0.4 0.6 0.3 1.0

UAs 32 x 16 0.901 2.509 0.994 0.4481

Figure 11: Grid Convergence of Velocity Profiles at 64 x 32 0.919 2.465 0.956 0.4392
z = 1 for Central Difference with Scalar Artificial Dis-
sipation 128 x 64 0.9318 2.450 0.9471 0.4413

Blasius 0.9390 2.434 0.9390 0.4409

flow. The first utilizes Jameson technology--central
differencing with scalar artificial dissipation-to dis-

0.030 cretize the inviscid fluxes. The second scheme dis-

cretizes the inviscid fluxes using Roe's flux-difference

0.025. splitting with second order upwind extrapolation of ceil-
. centered states to cell faces (19]. Both schemes discretizeSails ---4---

16 ca -c--- the viscous fluxes using central differencing.
* calml --4--
0.h2 -. Figures (11) and (12) show velocity profiles at z = 10.00- - -unit downstream of the plate leading edge computed

using the two numerical schemes. The profiles are com-

0.01 puted on a sequence of four grids obtained by deletingt every other grid line from the finest grid in the typical

multigrid fashion. The finest grid contains 64 cells nor-
emal to the plate with the upper boundary at approx-

0.010- - -imately three boundary layer thicknems; the grid is

parabolically stretched away from the plate. The grid is
also parabolically stretched away from the leading edge

0.0--------------------------------- - in z with a grid spacing of approximately A = 0.03 at
Sz-- 1.

-- Figures (11) and (12) show much faster grid conver-
0.0 0.2 0.4 06 0. 1.0 gence for the profiles computed with the upwind scheme.

WIM The central-difference results are characterized by an
Figure 12: Grid Convergence of Velocity Profiles at overshoot in the velocity near the edge of the bound-
z = 1 for Second-Order Upwind ary layer and a signiflcant thickening of the boundary

layer. The two coarsest upwind profiles also show an
overshoot, but that for the 16-cell grid is no worse than
the result for the central difference scheme on the 64-cell



finest grid.

The disparity in accuracy between the central-
difference and upwind solutions is further shown in Ta- EW
bles I and 2, where skin friction, displacement and mo- lULJ--

mentum thicknesses are compared with the Blasius pro- v1 ..
file parameters at x = 1. Table I shows a quite rapid re- ISj..' DSPI
duction in errors for the central-.difference scheme with j -

increased grid density (better than second order), but ,--
coarse grid errors are enormous compared to the upwind
scheme results. For the 32-cell grid, the upwind solution WDj
contains approximately 18 cells within the boundary
layer and gives 2% errors in the predicted parameters. - -

This is consistent with our experience on resolution re-
quirements for boundary layer solvers. In comparison, " .

the central-difference results are still in error by 20% on 4-" - LA

this same grid. EULJ - -

70. __ f DSP1J

EULI---.
7OM
s ..... _- .... . .

J - -.. . - ----

DSPJ -4E-03 .2E-06 a 2E-06 46-06 GEl-O

Figure 14: z-Momentum Equation Budget at z 1 1
40. .. . for Central Difference Stheme (64-cell grid) Blow-up of

- - Boundary-Layer Edge
S_.-- ---
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Figure 13: r-Momentum Equation Budget at z = 1 for
Central Difference Scheme (64-cell grid)

40-------------------

We have identified the culprit for the relatively poor
performance of the central-difference scheme; it is the - -

scalar fourth-difference artificial dissipation in the nor- . .. \ lU0

mal direction; it is not related to the uMartinelli Com- EM .6.- V_
promise". Specifically, contamination results from ex- 2 - .- - -""
cessive dissipation normal to the boundary layer in the - -"

z-momentum equation. This occurs because the artifi- " "
cial dissipation is scaled by the flux Jacobian spectral 10 -

radius fri + c, whereas a properly formulated matrix
dissipation or upwind scheme (e.g. Roe's flux-splitting) o -

scales the normal dissipation by fvI. It is easily shown -147 41-47 .1EW 16-07 4E-7
that with the Ivf + c scaling, the normal artificial dissi-
pation in the z-momentum equation is proportional to Figure 15: z-Momentum Equation Budget at z I 1 for
(A1/6) 3 /A/M based on edge conditions. Therefore, Upwind Scheme (64-cell grid)
as the Reynolds number is increased, more grid reso-
lution (i.e. more grid points acron the boundary layer
thickness 6) is required to achieve a given level of accu-



racy. This also explains why similar poor performance tion prediction metnod can be applied. The confluent
of scalar dissipation methods is not seen in low Reynolds boundary layer on the main element and the separated
number flows, flows in the cove and on the flap must be modeled.

To illustrate the contamination, the budget for the There are free-shear layers in many parts of the flow-

x-momentum equation for the profile of cells at z = 1 field where the spatial length scales of the flow char-

is plotted in Figures (13), (14) and (15) for the central- acteristics are non-isotropic. The free-shear flows in-

difference and upwind schemes on the finest grid. In the teract with the boundary layer on the flap to some-

figures, F I, VISI and DSPI represent the difference times cause dramatic and unexpected flow behavior

in inviscid, viscous, and artificial dissipation fluxes, re- (e.g. Reynolds number reversal effects described in [8]).

spectively, through the vertical faces of each cell (i.e. Simple boundary-layer approximations may not be ad-

streamwise fluxes). EULJ, VISJ and DSPJ represent equate for such complex flows. Navier-Stokes methods

the analogous flux differences through horizontal faces seem to be the natural choice, but even here turbulence

(i.e. normal fluxes). For the upwind scheme, DSPI and models remain a major issue.

DSPJ are taken as the difference of the split-fluxes and We have written a code called A610 described in [17]
the face-averaged fluxes; hence, EULI and EULJ are that uses viscous/inviscid coupling to calculate flows
consistently defined between the upwind and central- around multi-element airfoil configurations. We will
difference schemes. compare A610 with .the Mavriplis unstructured grid NS

Figures (13) and (14) reveal that the normal artifi- code (18] for a Douglas 3 element configuration tested
cial dissipation (DSPJ) is large everyowhere in the pro- at LTPT. Comparisons between experiment, A610 and
file, even outside the boundary layer. Near the wall, the 'favriplis code for 8, 20, and 23 degrees angle of
the momentum balance is completely nonphysical with attack are shown figures (16), (17), and (18). In order
artificial dissipation (DSPJ) balancing viscous diffusion to run with A610, the coves on the lower surfaces of the
(VISJ). The budget for the upwind scheme is more phys- leading edge slat and near the rear of the main element
ical; artificial dissipation is small everywhere, and the had to be smoothed. The effects of this smoothing are
dominant terms are EULI, EULJ, and VISJ. particularly noticeable in the A610 results at 8*. At all

Some previous researchers have introduced ad hoc angles of attack A610 seems to predict C, peaks that

scaling reductions of the artificial dissipation through are a little too high. The overall test/theory compar-
s aisons seem to favor A610 at 200 and the Mavriplis codethe boundary layer as an attempt to eliminate contami-At 8 A properly predicts separation for the

nation. We have also applied some of these "fixes" with at edge A t 8a while the sarion doetrailing edge of the flap while the Mavriplis code does
disappointing results, and know of no ad hoc scaling not. The inability to predict this flow separation seems
that will reduce the artificial dissipation across the en- to be a failing of the Chimera based Navier-Stokes codes
tire profile to a point where the results are comparable as well.
to a properly formulated upwind scheme.

We wish to emphasize that these problems with
high Reynolds number laminar flows are not inherent
to central-difference schemes, but to central-difference Practical CFD assessment for High-Lift
schemes that use scalar artificial dissipation (CDSAD).
This leads us to conclude that any scheme using scalar
artificial dissipation or any scheme that is highly dissi- Given these results there does not appear to be any
pative for low Mach number flows (e.g. van Leer's flux- strong reason for us to favor the Navier-Stokes code.
splitting, see Ref. [5]), should be suspect for calculating All the more so since we know that being a NS-CDSAD
laminar flows. code, the Mavriplis code is not able to properly cal-

culate the laminar portions of the boundary layer andOur current research is directed towards improving thus can not give us a transition prediction capability.
the convergence rates of upwind schemes to steady- The importance of transition, shown in figure (19), is
state. It is well known that reducing the spatial dissi- Tempote of A ns tho in figure (1)espatoin a scheme usually results in slower convergence computed using A610. When the Navier-Stokes codes
pation come closer to achieving their theoretical potential, we
to steady-state. will use them in earnest.

Also, while the preliminary capability in 2-D is being
2-D High-Lift Configurations developed by many researchers, we badly need a 3-D

code. In three dimensions, high-lift flow can be even
High-lift flow provides a significant challenge to CFD more complex than in two dimensions. The edge vor-

technology. For instance, the CFD code must have the tices, gap flows, and embedded longitudinal vortices in
ability to accurately predict the laminar boundary-layer the boundary layer all have strong effects on the overall
profile ahead of the transition point so that a transi- performance of the high-lift system.
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Nacelle-Flow Analysis

Nacelle analysis and design is an integral part of the Effects of trip location on nacelle lip separation

airplane design process. In advanced aircraft, propul- (High alpha, low Reynolds No.)

sion systems are closely coupled with the airframe, and
proper engine installation is essential in order to im-
prove the overall performance of the aircraft. Inviscid
methods (panel and full-potential) have been very use-
ful, but viscous effects are also of interest especially for All turbulent
off-design conditions on large twin-engine airplanes.

It is relatively easy to analyze an isolated flow-
through nacelle using a code written to treat wings. We
have adapted the TLNS3D Navier-Stokes code. The na-
celle is treated as a ring wing, with periodic boundary
conditions. To simulate a powered nacelle one can ei-
ther specify inlet and exhaust boundary conditions, or
use a center body with variable geometry to control the
mass flux through in the engine. At cruise condition, Trip at 5% from
the Navier-Stokes code provides accurate results, simi- ng edge
lar to that of wing or wing/body analysis. Problems are
encountered in nacelle analysis with low-speed takeoff
conditions, and with high-speed engine-out conditions.

At takeoff, the effective angle of attack for the na-
celle is high. The flow is highly three-dimensional, and
a laminar separation bubble may form at the nacelle Figure 20: Nacelle with transition at 5% versus all tur-
highlight region. The marginal accuracy of the avail- bulent flow
able Navier-Stokes codes in the laminar flow region was
mentioned above. In the long run we must arrive at a
reliable 3-D boundary-layer transition-prediction capa- bers and extreme velocity peaks at the lips, laminar re-
bility, as well as a plausible behavior in the transition gions may exist in the boundary layers and exert much
region, before we can capture the laminar separation control over the global flow field. In the long run we
bubble. This bubble has dramatic effects on the overall need a reliable and, as much as possible, automatic 3-
flow field. Figure (20) compares the results of nacelle D boundary-layer transition-prediction capability. For
analysis, first treating the flow as fully turbulent (tur- this, two key ingredients are-presumably-a stabil-
bulence model active in the whole domain), and then ity analysis with sufficient robustness and generality
assuming transition at 5% from the leading edge (turbu- to handle steep three-dimensional pressure gradients,
lence model active only downstream of that line). The and accurate velocity profiles directly out of the Navier-
results are drastically different, and neither agree well Stokes solver. Neither ingredient is at hand. The turbu-
with experiment. The flow pattern with transition at lence models also need improvement to handle moder-
5% is however similar to the experimental pattern, ate or massive separation, whether encountered at low-

speed takeoff conditions or at high-speed, engine-outAt a high-speed, engine-out condition the large conditions.
amount of spillage around the nacelle results in a strong
shock on the exterior surface of the fan cowl, which may
cause severe shock-induced separation. Present Navier-
Stokes technology is capable of handling mild shock-
inducel separation. However, none of the turbulence Conclusion
models tested gives reliable solution for strong shock-
induced separation. The 3-D Wing/Body calculations show that Navier-

In summary, attempts at nacelle analysis and engine- Stokes codes hold much promise. However, our
air frame integration by Navier-Stokes solutions raise the test/theory comparisons in 2-D and for nacelles, as well
same issues as wing design. These are: gridding diffi- as our detailed 2-D grid refinement studies, are sober-
culties when other components are included; numeri- ing. It is apparent that much work remains to be done
cal accuracy particularly in the boundary layers; and in numerics and physical modeling of transition and tur-
turbulene-modeling accuracy particularly at shock in- bulence before we can say that we have an "Industrial-
teractions. In addition, because of lower Reynolds num- Strength" Navier-Stokes code in hand.
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